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1101 Received signal point

1102 (0,0,0,0,0,0,0,0)

1103 (1,1,1,1,1,1,1,1)
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TRANSMISSION METHOD, TRANSMISSION
DEVICE, RECEPTION METHOD, AND
RECEPTION DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. application Ser.
No. 14/804,733, filed Jul. 21, 2015, which is a continuation
of U.S. application Ser. No. 14/644,834, filed Mar. 11, 2015,
which is a continuation of U.S. application Ser. No. 14/447,
027, filed Jul. 30, 2014, now U.S. Pat. No. 9,048,985, which
is a divisional of U.S. application Ser. No. 13/811,021, now
U.S. Pat. No. 8,831,134, which is the National Stage of
International Application No. PCT/IP2011/005801, filed
Oct. 17, 2011. The disclosures of Japanese Patent Applica-
tion No. 2010-234061, filed on Oct. 18, 2010 and No.
2010-275164, filed on Dec. 9, 2010, including the claims,
specifications, drawings, and abstracts thereof, are incorpo-
rated herein by reference in their entirety.

TECHNICAL FIELD

The present invention relates to a precoding method, a
precoding device, a transmission method, a transmission
device, a reception method, and a reception device that in
particular perform communication using a multi-antenna.

BACKGROUND ART

Multiple-Input Multiple-Output (MIMO) is a conven-
tional example of a communication method using a multi-
antenna. In multi-antenna communication, of which MIMO
is representative, multiple transmission signals are each
modulated, and each modulated signal is transmitted from a
different antenna simultaneously in order to increase the
transmission speed of data.

FIG. 28 shows an example of the structure of a transmis-
sion and reception device when the number of transmit
antennas is two, the number of receive antennas is two, and
the number of modulated signals for transmission (transmis-
sion streams) is two. In the transmission device, encoded
data is interleaved, the interleaved data is modulated, and
frequency conversion and the like is performed to generate
transmission signals, and the transmission signals are trans-
mitted from antennas. In this case, the method for simulta-
neously transmitting different modulated signals from dif-
ferent transmit antennas at the same time and at the same
frequency is spatial multiplexing MIMO.

In this context, it has been suggested in Patent Literature
1 to use a transmission device provided with a different
interleave pattern for each transmit antenna. In other words,
the transmission device in FIG. 28 would have two different
interleave patterns with respective interleaves (mta, mtb). As
shown in Non-Patent Literature 1 and Non-Patent Literature
2, reception quality is improved in the reception device by
iterative performance of a phase detection method that uses
soft values (the MIMO detector in FIG. 28).

Models of actual propagation environments in wireless
communications include non-line of sight (NLOS), of which
a Rayleigh fading environment is representative, and line of
sight (LOS), of which a Rician fading environment is
representative. When the transmission device transmits a
single modulated signal, and the reception device performs
maximal ratio combining on the signals received by a
plurality of antennas and then demodulates and decodes the
signal resulting from maximal ratio combining, excellent

20

25

30

40
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2

reception quality can be achieved in an LOS environment, in
particular in an environment where the Rician factor is large,
which indicates the ratio of the received power of direct
waves versus the received power of scattered waves. How-
ever, depending on the transmission system (for example,
spatial multiplexing MIMO system), a problem occurs in
that the reception quality deteriorates as the Rician factor
increases (see Non-Patent Literature 3).

FIGS. 29A and 29B show an example of simulation
results of the Bit Error Rate (BER) characteristics (vertical
axis: BER, horizontal axis: signal-to-noise power ratio
(SNR)) for data encoded with low-density parity-check
(LDPC) code and transmitted over a 2x2 (two transmit
antennas, two receive antennas) spatial multiplexing MIMO
system in a Rayleigh fading environment and in a Rician
fading environment with Rician factors of K=3, 10, and 16
dB. FIG. 29A shows the BER characteristics of Max-log A
Posteriori Probability (APP) without iterative detection (see
Non-Patent Literature 1 and Non-Patent Literature 2), and
FIG. 29B shows the BER characteristics of Max-log-APP
with iterative detection (see Non-Patent Literature 1 and
Non-Patent Literature 2) (number of iterations: five). As is
clear from FIGS. 29A and 29B, regardless of whether
iterative phase detection is performed, reception quality
degrades in the spatial multiplexing MIMO system as the
Rician factor increases. It is thus clear that the unique
problem of “degradation of reception quality upon stabili-
zation of the propagation environment in the spatial multi-
plexing MIMO system”, which does not exist in a conven-
tional single modulation signal transmission system, occurs
in the spatial multiplexing MIMO system.

Broadcast or multicast communication is a service
directed towards line-of-sight users. The radio wave propa-
gation environment between the broadcasting station and the
reception devices belonging to the users is often an LOS
environment. When using a spatial multiplexing MIMO
system having the above problem for broadcast or multicast
communication, a situation may occur in which the received
electric field strength is high at the reception device, but
degradation in reception quality makes it impossible to
receive the service. In other words, in order to use a spatial
multiplexing MIMO system in broadcast or multicast com-
munication in both an NLOS environment and an LOS
environment, there is a desire for development of a MIMO
system that offers a certain degree of reception quality.

Non-Patent Literature 8 describes a method to select a
codebook used in precoding (i.e. a precoding matrix, also
referred to as a precoding weight matrix) based on feedback
information from a communication partner. Non-Patent Lit-
erature 8 does not at all disclose, however, a method for
precoding in an environment in which feedback information
cannot be acquired from the communication partner, such as
in the above broadcast or multicast communication.

On the other hand, Non-Patent Literature 4 discloses a
method for switching the precoding matrix over time. This
method can be applied even when no feedback information
is available. Non-Patent Literature 4 discloses using a uni-
tary matrix as the matrix for precoding and switching the
unitary matrix at random but does not at all disclose a
method applicable to degradation of reception quality in the
above-described LOS environment. Non-Patent Literature 4
simply recites hopping between precoding matrices at ran-
dom. Obviously, Non-Patent Literature 4 makes no mention
whatsoever of a precoding method, or a structure of a
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precoding matrix, for remedying degradation
quality in an LOS environment.

of reception
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SUMMARY OF INVENTION
Technical Problem

It is an object of the present invention to provide a MIMO
system that improves reception quality in an LOS environ-
ment.

Solution to Problem

In order to solve the above problems, an aspect of the
present invention is a precoding method for generating, from
a plurality of baseband signals, a plurality of precoded
signals to be transmitted over the same frequency bandwidth
at the same time, comprising the steps of: selecting a matrix
F[i] from among N matrices while switching between the N
matrices, the N matrices defining precoding performed on
the plurality of baseband signals, i being an integer from O
to N-1, and N being an integer at least two; and generating
a first precoded signal z1 and a second precoded signal 72 by
precoding, in accordance with the selected matrix F[i], a first
baseband signal s1 generated from a first plurality of bits and
a second baseband signal s2 generated from a second
plurality of bits, a first encoded block and a second encoded
block being generated respectively as the first plurality of
bits and the second plurality of bits using a predetermined
error correction block encoding method, the first baseband
signal s1 and the second baseband signal s2 being generated
respectively from the first encoded block and the second
encoded block to have M symbols each, the first precoded
signal 71 and the second precoded signal 72 being generated
to have M slots each by precoding a combination of the first
baseband signal s1 and the second baseband signal s2, M
being an integer at least two, the first precoded signal z1 and
the second precoded signal 72 satisfying the equation (z1,
22)"=FJi](s1, s2)".

Another aspect of the present invention is a precoding
device for generating, from a plurality of baseband signals,
a plurality of precoded signals to be transmitted over the
same frequency bandwidth at the same time, comprising: a
weighting information generation unit configured to select a
matrix F[i] from among N matrices while switching between
the N matrices, the N matrices defining precoding performed
on the plurality of baseband signals, i being an integer from
0 to N-1, and N being an integer at least two; a weighting
unit configured to generate a first precoded signal z1 and a
second precoded signal 72 by precoding, in accordance with
the selected matrix F[i], a first baseband signal s1 generated
from a first plurality of bits and a second baseband signal s2
generated from a second plurality of bits; an error correction
coding unit configured to generate a first encoded block as
the first plurality of bits and a second encoded block as the
second plurality of bits using a predetermined error correc-
tion block encoding method; and a mapper configured to
generate a baseband signal with M symbols from the first
encoded block and a baseband signal with M symbols from
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the second encoded block, M being an integer at least two,
the first precoded signal z1 and the second precoded signal
72 satisfying the equation (z1, z2)"=F[i](s1, s2)*, and the
weighting unit generating precoded signals with M slots by
precoding a combination of the baseband signal generated
from the first encoded block and the baseband signal gen-
erated from the second encoded block.

With the above aspects of the present invention, a modu-
lated signal is generated by performing precoding while
hopping between precoding matrices so that among a plu-
rality of precoding matrices, a precoding matrix used for at
least one data symbol and precoding matrices that are used
for data symbols that are adjacent to the data symbol in
either the frequency domain or the time domain all differ.
Therefore, reception quality in an LOS environment is
improved in response to the design of the plurality of
precoding matrices.

Advantageous Effects of Invention

With the above structure, the present invention provides a
transmission method, a reception method, a transmission
device, and a reception device that remedy degradation of
reception quality in an LOS environment, thereby providing
high-quality service to LOS users during broadcast or mul-
ticast communication.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is an example of the structure of a transmission
device and a reception device in a spatial multiplexing
MIMO system.

FIG. 2 is an example of a frame structure.

FIG. 3 is an example of the structure of a transmission
device when adopting a method of hopping between pre-
coding weights.

FIG. 4 is an example of the structure of a transmission
device when adopting a method of hopping between pre-
coding weights.

FIG. 5 is an example of a frame structure.

FIG. 6 is an example of a method of hopping between
precoding weights.

FIG. 7 is an example of the structure of a reception device.

FIG. 8 is an example of the structure of a signal process-
ing unit in a reception device.

FIG. 9 is an example of the structure of a signal process-
ing unit in a reception device.

FIG. 10 shows a decoding processing method.

FIG. 11 is an example of reception conditions.

FIGS. 12A and 12B are examples of BER characteristics.

FIG. 13 is an example of the structure of a transmission
device when adopting a method of hopping between pre-
coding weights.

FIG. 14 is an example of the structure of a transmission
device when adopting a method of hopping between pre-
coding weights.

FIGS. 15A and 15B are examples of a frame structure.

FIGS. 16A and 16B are examples of a frame structure.

FIGS. 17A and 17B are examples of a frame structure.

FIGS. 18A and 18B are examples of a frame structure.

FIGS. 19A and 19B are examples of a frame structure.

FIG. 20 shows positions of poor reception quality points.

FIG. 21 shows positions of poor reception quality points.

FIG. 22 is an example of a frame structure.

FIG. 23 is an example of a frame structure.

FIGS. 24A and 24B are examples of mapping methods.

FIGS. 25A and 25B are examples of mapping methods.
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FIG. 26 is an example of the structure of a weighting unit.

FIG. 27 is an example of a method for reordering sym-
bols.

FIG. 28 is an example of the structure of a transmission
device and a reception device in a spatial multiplexing
MIMO system.

FIGS. 29A and 29B are examples of BER characteristics.

FIG. 30 is an example of a 2x2 MIMO spatial multiplex-
ing MIMO system.

FIGS. 31A and 31B show positions of poor reception
points.

FIG. 32 shows positions of poor reception points.

FIGS. 33A and 33B show positions of poor reception
points.

FIG. 34 shows positions of poor reception points.

FIGS. 35A and 35B show positions of poor reception
points.

FIG. 36 shows an example of minimum distance charac-
teristics of poor reception points in an imaginary plane.

FIG. 37 shows an example of minimum distance charac-
teristics of poor reception points in an imaginary plane.

FIGS. 38A and 38B show positions of poor reception
points.

FIGS. 39A and 39B show positions of poor reception
points.

FIG. 40 is an example of the structure of a transmission
device in Embodiment 7.

FIG. 41 is an example of the frame structure of a
modulated signal transmitted by the transmission device.

FIGS. 42A and 42B show positions of poor reception
points.

FIGS. 43A and 43B show positions of poor reception
points.

FIGS. 44A and 44B show positions of poor reception
points.

FIGS. 45A and 45B show positions of poor reception
points.

FIGS. 46A and 46B show positions of poor reception
points.

FIGS. 47A and 47B are examples of a frame structure in
the time and frequency domains.

FIGS. 48A and 48B are examples of a frame structure in
the time and frequency domains.

FIG. 49 shows a signal processing method.

FIG. 50 shows the structure of modulated signals when
using space-time block coding.

FIG. 51 is a detailed example of a frame structure in the
time and frequency domains.

FIG. 52 is an example of the structure of a transmission
device.

FIG. 53 is an example of a structure of the modulated
signal generating units #1-#M in FIG. 52.

FIG. 54 shows the structure of the OFDM related pro-
cessors (5207_1 and 5207_2) in FIG. 52.

FIGS. 55A and 55B are detailed examples of a frame
structure in the time and frequency domains.

FIG. 56 is an example of the structure of a reception
device.

FIG. 57 shows the structure of the OFDM related pro-
cessors (5600_X and 5600_Y) in FIG. 56.

FIGS. 58A and 58B are detailed examples of a frame
structure in the time and frequency domains.

FIG. 59 is an example of a broadcasting system.

FIGS. 60A and 60B show positions of poor reception
points.

FIG. 61 is an example of the structure of a transmission
device when adopting hierarchical transmission.
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FIG. 62 is an example of the structure of a transmission
device when adopting hierarchical transmission.

FIG. 63 is an example of precoding of a base stream.

FIG. 64 is an example of precoding of an enhancement
stream.

FIGS. 65A and 65B are examples of arrangements of
symbols in modulated signals when adopting hierarchical
transmission.

FIG. 66 is an example of the structure of a signal
processing unit in a transmission device when adopting
hierarchical transmission.

FIG. 67 is an example of the structure of a transmission
device when adopting hierarchical transmission.

FIG. 68 is an example of the structure of a transmission
device when adopting hierarchical transmission.

FIG. 69 is an example of a structure of symbols in a
baseband signal.

FIGS. 70A and 70B are examples of arrangements of
symbols in modulated signals when adopting hierarchical
transmission.

FIG. 71 is an example of the structure of a transmission
device when adopting hierarchical transmission.

FIG. 72 is an example of the structure of a transmission
device when adopting hierarchical transmission.

FIG. 73 is an example of a structure of symbols in
space-time block coded baseband signals.

FIGS. 74A and 74B are examples of arrangements of
symbols in modulated signals when adopting hierarchical
transmission.

FIGS. 75A and 75B are examples of arrangements of
symbols in modulated signals when adopting hierarchical
transmission.

FIG. 76 is an example of a modification of the number of
symbols and of slots necessary for one encoded block when
using block coding.

FIG. 77 is an example of a modification of the number of
symbols and of slots necessary for two encoded blocks when
using block coding.

FIG. 78 shows the overall structure of a digital broad-
casting system.

FIG. 79 is a block diagram showing an example of the
structure of a reception device.

FIG. 80 shows the structure of multiplexed data.

FIG. 81 schematically shows how each stream is multi-
plexed in the multiplexed data.

FIG. 82 shows in detail how a video stream is stored in a
sequence of PES packets.

FIG. 83 shows the structure of a TS packet and a source
packet in multiplexed data.

FIG. 84 shows the data structure of a PMT.

FIG. 85 shows the internal structure of multiplexed data
information.

FIG. 86 shows the internal structure of stream attribute
information.

FIG. 87 is a structural diagram of a video display/audio
output device.

FIG. 88 shows the structure of a baseband signal switch-
ing unit.

DESCRIPTION OF EMBODIMENTS

The following describes embodiments of the present
invention with reference to the drawings.

Embodiment 1

The following describes the transmission method, trans-
mission device, reception method, and reception device of
the present embodiment.
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Prior to describing the present embodiment, an overview
is provided of a transmission method and decoding method
in a conventional spatial multiplexing MIMO system.

FIG. 1 shows the structure of an N, xN,. spatial multiplex-
ing MIMO system. An information vector z is encoded and
interleaved. As output of the interleaving, an encoded bit
vector u=(u,, . . . , U,,) is acquired. Note that u=(u,,, . . .,
U,,,) (where M is the number of transmission bits per
symbol). Letting the transmission vector s=(s,, . . ., s,,)” and
the transmission signal from transmit antenna #1 be repre-
sented as s,=map(u,), the normalized transmission energy is
represented as E{ls,|?}=Es/Nt (B, being the total energy per
channel). Furthermore, letting the received vector be y

\ 7T yN,)T , the received vector is represented as in
Equation 1.
Math 1
Y=y’ Equation 1
=Hywrs+n

In this Equation, Hy,, is the channel matrix, n=
(n,, . ..,n,,)7is the noise vector, and n, is the i.i.d. complex
Gaussian random noise with an average value 0 and variance
o°. From the relationship between transmission symbols and
reception symbols that is induced at the reception device, the
probability for the received vector may be provided as a
multi-dimensional Gaussian distribution, as in Equation 2.

Math 2

Equation 2

1
Pl = o - 5y - st

1
—(Zﬂo'z) 7, X

Here, a reception device that performs iterative decoding
composed of an outer soft-in/soft-out decoder and a MIMO
detector, as in FIG. 1, is considered. The vector of a
log-likelihood ratio (L-value) in FIG. 1 is represented as in
Equations 3-5.

Math 3
L@)=(Luy), - - - L(”N,))T Equation 3
Math 4
Llu)=(L(es0), - - - L(tiar)) Equation 4
Math 5
Plu; = +1 E tion 5
L{u;) = ln% quation

<Iterative Detection Method>

The following describes iterative detection of MIMO
signals in the N ,xN, spatial multiplexing MIMO system.
The log-likelihood ratio of u,,, is defined as in Equation 6.

Math 6

Pltmn = +11y)
Plitmn = =11y)

Equation 6
Lt | y) =1n

From Bayes’ theorem, Equation 6 can be expressed as
Equation 7.
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Math 7
Lt | ) =1 Py | thy = + 1Pty = +1)/ p(y) Equation 7
U | ¥) = In
P D0 bt = = DPltr = 1) pl3)
Plttpn = +1)  p(y |ty = +1)
=1In n
Pletpn ==1) ~ p(y|thy = =1)
D POl wp] )
_ P =D
T =D S pO TPt
mn,—1
Let U,,.,={ulu,,=+1}. When approximating In

2a~max In a, an approximation of Equation 7 can be sought
as Equation 8. Note that the above symbol “~” indicates
approximation.

Math 8
I ! Pty = +1) ! p Equation 8
(thn | ¥) = nm + Ufrrnlﬁfl Alnp(y ) + Pet |t )} =

max {Inp(y )+ Plu| )}

P(ulu,,,) and In P(ulu,,,) in Equation 8 are represented as
follows.

Math 9
Equation 9
Pulum)= [ Py 4
(iy#(mn)
L)
exp(—2 ]

- L{uy) L{uy)
(i) () ©XD) - +exp| — 5

)

Math 10

Equation 10
1P| tn) = | D 10P(u) | = 10P ()

i

Math 11

1 Liw; Liw; Equation 11
InP(uy) = Eu‘-jP(u;j) - ln(exp($) + exp(— %]) auanon
1 1
zu;jL(u;j) - zlL(u‘-j)l for [L(w)| > 2

‘ L(u;)
2

&

(uyjsign(Liwg)) — 1)

Incidentally, the logarithmic probability of the equation
defined in Equation 2 is represented in Equation 12.

Math 12

1

N
0Py |w) = = In2r0?) = S lly - HS @)’

Equation 12

Accordingly, from Equations 7 and 13, in MAP or A
Posteriori Probability (APP), the a posteriori L-value is
represented as follows.

w
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Math 13

1
Z exp{— 352 lly - Hs(u)ll2 + Z InP(u;;)

i
Umn, +1

1
Z exp{— ﬁlly — Hs(w)||? + %“ lnP(u;j)}

Upn,—1

} Equation 13

Lithy | y) = In

Hereinafter, this is referred to as iterative APP decoding.
From Equations 8 and 12, in the log-likelihood ratio utilizing
Max-Log approximation (Max-Log APP), the a posteriori
L-value is represented as follows.

Math 14

Lt | y) = max {¥(u, y, L)} -

Umn+1

Urnax1 {W(u, y, L)} Equation 14

Math 15

1

W, y, L) = =5 lly = Hs@I + ) InPluy)
i

Equation 15

Hereinafter, this is referred to as iterative Max-log APP
decoding. The extrinsic information required in an iterative
decoding system can be sought by subtracting prior inputs
from Equations 13 and 14.
<System Model>

FIG. 28 shows the basic structure of the system that is
related to the subsequent description. This system is a 2x2
spatial multiplexing MIMO system. There is an outer
encoder for each of streams A and B. The two outer encoders
are identical LDPC encoders. (Here, a structure using LDPC
encoders as the outer encoders is described as an example,
but the error correction coding used by the outer encoder is
not limited to LDPC coding. The present invention may
similarly be embodied using other error correction coding
such as turbo coding, convolutional coding, LDPC convo-
Iutional coding, and the like. Furthermore, each outer
encoder is described as having a transmit antenna, but the
outer encoders are not limited to this structure. A plurality of
transmit antennas may be used, and the number of outer
encoders may be one. Also, a greater number of outer
encoders may be used than the number of transmit anten-
nas.) The streams A and B respectively have interleavers (7,
m,). Here, the modulation scheme is 2*-QAM (with h bits
transmitted in one symbol).

The reception device performs iterative detection on the
above MIMO signals (iterative APP (or iterative Max-log
APP) decoding). Decoding of LDPC codes is performed by,
for example, sum-product decoding.

FIG. 2 shows a frame structure and lists the order of
symbols after interleaving. In this case, (i , j,), (i, j,) are
represented by the following Equations.

Math 16

(af ) (R a”)
Math 17

(Epf o) 5(Rip157)

Equation 16

Equation 17

In this case, i% i’ indicate the order of symbols after

interleaving, j%, j® indicate the bit positions (%, j*=1, . .., h)
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in the modulation scheme, 7%, nt® indicate the interleavers for
the streams A and B, and ©,, .“, €, Jbb indicate the order of
data in streams A and B before interleaving. Note that FIG.
2 shows the frame structure for i,=i,.
<Iterative Decoding>

The following is a detailed description of the algorithms
for sum-product decoding used in decoding of LDPC codes
and for iterative detection of MIMO signals in the reception
device.

Sum-Product Decoding

Let a two-dimensional MxN matrix H={H,,,} be the
check matrix for LDPC codes that are targeted for decoding.

Subsets A(m), B(n) of the set [1, N]={1, 2, . . ., N} are
defined by the following Equations.
Math 18

A(my={n:H,,,=1} Equation 18

Math 19

B(m)={m:H,,,=1} Equation 18

In these Equations, A(m) represents the set of column
indices of 1°s in the m” column of the check matrix H, and
B(n) represents the set of row indices of 1’s in the n” row
of the check matrix H. The algorithm for sum-product
decoding is as follows.

Step A.1 (initialization): let a priori value logarithmic ratio
[,,=0 for all combinations (m, n) satistying H,,,,=1. Assume
that the loop variable (the number of iterations) 1,,,,=1 and
the maximum number of loops is set 10 1, u

Step A.2 (row processing): the extrinsic value logarithmic
ratio a,,, is updated for all combinations (m, n) satisfying
H,,,=1 in the order of m=1, 2, . .. , M, using the following
updating Equations.

Math 20

DU F s+ Bt

e A(mhn

Egaution 20
am=| [] sign + B |xF
o eA(min n

Math 21
. 1 x=0 Equation 21
S =) g
Math 22
B exp(x) + 1 Equation 22
fe= 1nexp(x) -1

In these Equations, f represents a Gallager function.

Furthermore, the method of seeking %, is described in detail
later.
Step A.3 (column processing): the extrinsic value logarith-
mic ratio 3,,,, is updated for all combinations (m, n) satis-
fying H,,=1 in the order of n=1, 2, . . . , N, using the
following updating Equation.

Math 23

Bom = Z i Equation 23

m’ eB(n)vn
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Step A.4 (calculating a log-likelihood ratio): the log-likeli-
hood ratio L, is sought for n €[1, N] by the following
Equation.

Math 24
I, = Z ot + A Equation 24
m’ eBmn
Step A.5 (count of the number of iterations): if'1,,,,<l;, .. maxs

then 1, is incremented, and processing returns to step A.2.
I 1, =L, max> the sum-product decoding in this round is
finished.

The operations in one sum-product decoding have been
described.

Subsequently, iterative MIMO signal detection is per-
formed. In the variables m, n, &,,,,,, B, M and L, used in
the above description of the operations of sum-product
decoding, the variables in stream A are m_, n, o%, . .
B s Muas a0 L, ., and the variables in stream B are m,,n,,
& s B msme Py a0 L.
<Iterative MIMO Signal Detection>

The following describes the method of seeking A, in
iterative MIMO signal detection in detail.

The following Equation holds from Equation 1.

Math 25

O=01(03:(0) =Har )s(t)+(2)

The following Equations are defined from the frame
structures of FIG. 2 and from Equations 16 and 17.
Math 26

Equation 25

1= 50" Equation 26
Math 27
nb:Ql-bﬂ,b Equation 27

In this case, n,n, €1, N]. Hereinafter, A, L, . A, and
L,,, where the number of iterations of iterative MIMO
signal detection is k, are represented as A ... Lz s M. 00
and L, ,,.

Step B.1 (initial detection; k=0): A, ,, and A, ,, are
sought as follows in the case of initial detection.

In iterative APP decoding:

Math 28
1 . . i Equation 28
> exp{= 5 lly(ix) = Haalix)stutix DI}
Uony,+1 20
Aoy =In T
Z exp{~ 5 I¥(ix) = Haalix)suix DI
U, a
0ny,~1
In iterative Max-log APP decoding:
Math 29
Aony = max {¥u(ix), y(ix))} - max {¥(u(ix), y(ix))}  Equation 29
Yoy, +1 Yony,~1
Math 30
Equation 30

1
Fulix), yix) = =5 lIylix) = Ha(b)s(utix DI
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Here, let X=a, b. Then, assume that the number of

iterations of iterative MIMO signal detection is 1 , =0 and

the maximum number of iterations is set t0 1., ma
Step B.2 (iterative detection; the number of iterations k):

Ay, ne and A, .. where the number of iterations is k, are

represented as in Equations 31-34, from Equations 11,

13-15, 16, and 17. Let (X, Y)=(a, b)(b, a).

In iterative APP decoding:

mimo

Math 31

Xy = Equation 31

2

HaslistuiOlE + gy}

L +1
"*lvﬂi)g( X (MQI)S(JX ] n 1 .
’ exp —ﬁ”y(lx) -
Ukny,~1

Haalix)s(utin NP + g )}

1 .
eXP{—ﬁHy(lX) -
Ueny 1

Math 32

Equation 32

ign| Ly_y, -1+
g s, o))
Eh ‘1«71,0‘)&” (uni)g(,y]
2
y=1
ignl Ly_1, -1
(s, v, (oo, )]

In iterative Max-log APP decoding:

Math 33

2 N Equation 33
= x o |#ax
e = P08 o\ x

{w(u(ix), Yix). p(unixx, ix ]]} B
{‘l‘(u(ix)a ylix), P(”Q;)g(,jx ]]}

max
kony,+1

max
kony 1

Math 34

. . Equation 34
\P(u(m, My, p(ugixxd_x ]] = e

1
=5z = Haalixstutix DI +p(uﬂixxij ]

Step B.3 (counting the number of iterations and estimat-
ing a codeword): increment 1 if 1,,,,,<1 and

mimo mimo “mimo, maxd®

14

return to step B.2. Assuming that 1,,,,.=1 the
estimated codeword is sought as in the following Equation.

mimo, max’

5 Math 35

L 20

‘mimoX =

1
””X:{—1 I, <0

mimo-" X

Equation 35

10
Here, let X=a, b.

FIG. 3 is an example of the structure of a transmission
device 300 in the present embodiment. An encoder 302A
receives information (data) 301A and a frame structure

5 signal 313 as inputs and, in accordance with the frame
structure signal 313, performs error correction coding such
as convolutional coding, LDPC coding, turbo coding, or the
like, outputting encoded data 303A. (The frame structure
signal 313 includes information such as the error correction

20 method used for error correction coding of data, the encod-
ing ratio, the block length, and the like. The encoder 302A
uses the error correction method indicated by the frame
structure signal 313. Furthermore, the error correction
method may be switched.)

An interleaver 304 A receives the encoded data 303A and
the frame structure signal 313 as inputs and performs
interleaving, i.e. changing the order of the data, to output
interleaved data 305A. (The method of interleaving may be
3o switched based on the frame structure signal 313.)

A mapper 306A receives the interleaved data 305A and
the frame structure signal 313 as inputs, performs modula-
tion such as Quadrature Phase Shift Keying (QPSK), 16
Quadrature Amplitude Modulation (16QAM), 64 Quadra-
ture Amplitude Modulation (64QAM), or the like, and
outputs a resulting baseband signal 307A. (The method of
modulation may be switched based on the frame structure
signal 313.)

FIGS. 24A and 24B are an example of a mapping method
40 over an IQ plane, having an in-phase component I and a
quadrature component Q, to form a baseband signal in
QPSK modulation. For example, as shown in FIG. 24A, if
the input data is “00”, the output is I=1.0, Q=1.0. Similarly,
for input data of “01”, the output is I=-1.0, Q=1.0, and so
forth. FIG. 24B is an example of a different method of
mapping in an 1Q plane for QPSK modulation than FIG.
24A. The difference between FIG. 24B and FIG. 24A is that
the signal points in FIG. 24 A have been rotated around the
origin to yield the signal points of FIG. 24B. Non-Patent
50 Literature 9 and Non-Patent Literature 10 describe such a
constellation rotation method, and the Cyclic Q Delay
described in Non-Patent Literature 9 and Non-Patent Lit-
erature 10 may also be adopted. As another example apart
from FIGS. 24A and 24B, FIGS. 25A and 25B show signal
point layout in the IQ plane for 16QAM. The example
corresponding to FIG. 24A is shown in FIG. 25A, and the
example corresponding to FIG. 24B is shown in FIG. 25B.

An encoder 302B receives information (data) 301B and
the frame structure signal 313 as inputs and, in accordance
60 with the frame structure signal 313, performs error correc-
tion coding such as convolutional coding, LDPC coding,
turbo coding, or the like, outputting encoded data 303B.
(The frame structure signal 313 includes information such as
the error correction method used, the encoding ratio, the
block length, and the like. The error correction method
indicated by the frame structure signal 313 is used. Further-
more, the error correction method may be switched.)

—

o
o
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An interleaver 304B receives the encoded data 303B and
the frame structure signal 313 as inputs and performs
interleaving, i.e. changing the order of the data, to output
interleaved data 305B. (The method of interleaving may be
switched based on the frame structure signal 313.)

A mapper 306B receives the interleaved data 305B and
the frame structure signal 313 as inputs, performs modula-
tion such as Quadrature Phase Shift Keying (QPSK), 16
Quadrature Amplitude Modulation (16QAM), 64 Quadra-
ture Amplitude Modulation (64QAM), or the like, and
outputs a resulting baseband signal 307B. (The method of
modulation may be switched based on the frame structure
signal 313.)

A weighting information generating unit 314 receives the
frame structure signal 313 as an input and outputs informa-
tion 315 regarding a weighting method based on the frame
structure signal 313. The weighting method is characterized
by regular hopping between weights.

A weighting unit 308A receives the baseband signal
307A, the baseband signal 307B, and the information 315
regarding the weighting method, and based on the informa-
tion 315 regarding the weighting method, performs weight-
ing on the baseband signal 307A and the baseband signal
307B and outputs a signal 309A resulting from the weight-
ing. Details on the weighting method are provided later.

A wireless unit 310A receives the signal 309A resulting
from the weighting as an input and performs processing such
as orthogonal modulation, band limiting, frequency conver-
sion, amplification, and the like, outputting a transmission
signal 311A. A transmission signal 511A is output as a radio
wave from an antenna 312A.

A weighting unit 308B receives the baseband signal
307A, the baseband signal 307B, and the information 315
regarding the weighting method, and based on the informa-
tion 315 regarding the weighting method, performs weight-
ing on the baseband signal 307A and the baseband signal
307B and outputs a signal 309B resulting from the weight-
ing.

FIG. 26 shows the structure of a weighting unit. The
baseband signal 307A is multiplied by w1l(t), yielding
wl1(t)s1(t), and is multiplied by w21(t), yielding w21(t)s1
(t). Similarly, the baseband signal 307B is multiplied by
w12(t) to generate w12(t)s2(t) and is multiplied by w22(t) to
generate w22(t)s2(t). Next, z1(t)=wl1l(t)s1(t)+w12(t)s2(t)
and Z2(t)=w21(t)s1(t)+w22(t)s2(t) are obtained.

Details on the weighting method are provided later.

A wireless unit 310B receives the signal 309B resulting
from the weighting as an input and performs processing such
as orthogonal modulation, band limiting, frequency conver-
sion, amplification, and the like, outputting a transmission
signal 311B. A transmission signal 511B is output as a radio
wave from an antenna 312B.

FIG. 4 shows an example of the structure of a transmis-
sion device 400 that differs from FIG. 3. The differences in
FIG. 4 from FIG. 3 are described.

An encoder 402 receives information (data) 401 and the
frame structure signal 313 as inputs and, in accordance with
the frame structure signal 313, performs error correction
coding and outputs encoded data 402.

A distribution unit 404 receives the encoded data 403 as
an input, distributes the data 403, and outputs data 405A and
data 405B. Note that in FIG. 4, one encoder is shown, but the
number of encoders is not limited in this way. The present
invention may similarly be embodied when the number of
encoders is m (where m is an integer greater than or equal

10

15

20

25

30

35

40

45

50

55

60

65

16

to one) and the distribution unit divides encoded data
generated by each encoder into two parts and outputs the
divided data.

FIG. 5 shows an example of a frame structure in the time
domain for a transmission device according to the present
embodiment. A symbol 500_1 is a symbol for notifying the
reception device of the transmission method. For example,
the symbol 500_1 conveys information such as the error
correction method used for transmitting data symbols, the
encoding ratio, and the modulation method used for trans-
mitting data symbols.

The symbol 501_1 is for estimating channel fluctuation
for the modulated signal z1(t) (where t is time) transmitted
by the transmission device. The symbol 502_1 is the data
symbol transmitted as symbol number u (in the time
domain) by the modulated signal z1(t), and the symbol
503_1 is the data symbol transmitted as symbol number u+1
by the modulated signal z1(t).

The symbol 501_2 is for estimating channel fluctuation
for the modulated signal Z2(t) (where t is time) transmitted
by the transmission device. The symbol 502_2 is the data
symbol transmitted as symbol number u by the modulated
signal 7Z2(t), and the symbol 503_2 is the data symbol
transmitted as symbol number u+1 by the modulated signal
72(1).

The following describes the relationships between the
modulated signals z1(t) and Z2(t) transmitted by the trans-
mission device and the received signals rl(t) and r2(t)
received by the reception device.

In FIGS. 5, 504#1 and 50442 indicate transmit antennas
in the transmission device, and 505#1 and 505#2 indicate
receive antennas in the reception device. The transmission
device transmits the modulated signal z1(t) from transmit
antenna 504#1 and transmits the modulated signal Z2(t)
from transmit antenna 504#2. In this case, the modulated
signal 71(t) and the modulated signal Z2(t) are assumed to
occupy the same (a shared/common) frequency (bandwidth).
Letting the channel fluctuation for the transmit antennas of
the transmission device and the antennas of the reception
device be h,, (1), h,,(t), h,,(t), and h,,(t), the signal received
by the receive antenna 505#1 of the reception device be
rl(t), and the signal received by the receive antenna 505#2
of the reception device be r2(t), the following relationship
holds.

Math 36
(rl(f)]_(hu(f) hi2(2) ](21(1)]
r2(1) ha1(8) B () N 22(1)

FIG. 6 relates to the weighting method (precoding
method) in the present embodiment. A weighting unit 600
integrates the weighting units 308A and 308B in FIG. 3. As
shown in FIG. 6, a stream s1(t) and a stream s2(t) correspond
to the baseband signals 307A and 307B in FIG. 3. In other
words, the streams s1(t) and s2(t) are the baseband signal
in-phase components I and quadrature components Q when
mapped according to a modulation scheme such as QPSK,
16QAM, 64QAM, or the like. As indicated by the frame
structure of FIG. 6, the stream s1(t) is represented as s1(u)
at symbol number u, as s1(u+1) at symbol number u+1, and
so forth. Similarly, the stream s2(t) is represented as s2(u) at
symbol number u, as s2(u+1) at symbol number u+1, and so
forth. The weighting unit 600 receives the baseband signals
307A (s1(t)) and 307B (s2(t)) and the information 315

Equation 36
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regarding weighting information in FIG. 3 as inputs, per-
forms weighting in accordance with the information 315
regarding weighting, and outputs the signals 309A (z1(1))
and 309B (Z2(t)) after weighting in FIG. 3. In this case, z1(t)
and Z2(t) are represented as follows.

For symbol number 4i (where i is an integer greater than or
equal to zero):

Math 37
ej 0

(zl(4i)]_ 1 e (51(41')]
2040 )7 V2| o i3 L2640

Here, j is an imaginary unit.
For symbol number 4i+1:

Equation 37

Math 38
(zl(4i+1)] N (sl(4i+1)]
261+ 1)) T | piin o \s26i+ 1)

For symbol number 4i+2:

Equation 38

Math 39
(zl(4i+2)] 1 |e&
2@i+2)) " 2| pio

For symbol number 4i+3:

ej'?i” sI4i+2) Equation 39
20 (52(41' +2) ]

Math 40

.3 .
(zl(4i+3)] 1|7 &° (51(4i+3)]
26i+3)) V2 ol o0 \524i+3)

In this way, the weighting unit in FIG. 6 regularly hops
between precoding weights over a four-slot period (cycle).
(While precoding weights have been described as being
hopped between regularly over four slots, the number of
slots for regular hopping is not limited to four.)

Incidentally, Non-Patent Literature 4 describes switching
the precoding weights for each slot. This switching of
precoding weights is characterized by being random. On the
other hand, in the present embodiment, a certain period
(cycle) is provided, and the precoding weights are hopped
between regularly. Furthermore, in each 2x2 precoding
weight matrix composed of four precoding weights, the
absolute value of each of the four precoding weights is
equivalent to (1/sqrt(2)), and hopping is regularly performed
between precoding weight matrices having this characteris-
tic.

In an LOS environment, if a special precoding matrix is
used, reception quality may greatly improve, yet the special
precoding matrix differs depending on the conditions of
direct waves. In an LOS environment, however, a certain
tendency exists, and if precoding matrices are hopped
between regularly in accordance with this tendency, the
reception quality of data greatly improves. On the other

Equation 40
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hand, when precoding matrices are hopped between at
random, a precoding matrix other than the above-described
special precoding matrix may exist, and the possibility of
performing precoding only with biased precoding matrices
that are not suitable for the LOS environment also exists.
Therefore, in an LOS environment, excellent reception
quality may not always be obtained. Accordingly, there is a
need for a precoding hopping method suitable for an LOS
environment. The present invention proposes such a pre-
coding method.

FIG. 7 is an example of the structure of a reception device
700 in the present embodiment. A wireless unit 703_X
receives, as an input, a received signal 702_X received by an
antenna 701_X, performs processing such as frequency
conversion, quadrature demodulation, and the like, and
outputs a baseband signal 704_X.

A channel fluctuation estimating unit 705_1 for the modu-
lated signal z1 transmitted by the transmission device
receives the baseband signal 704_X as an input, extracts a
reference symbol 501_1 for channel estimation as in FIG. 5,
estimates a value corresponding to h,; in Equation 36, and
outputs a channel estimation signal 706_1.

A channel fluctuation estimating unit 705_2 for the modu-
lated signal 72 transmitted by the transmission device
receives the baseband signal 704_X as an input, extracts a
reference symbol 501_2 for channel estimation as in FIG. 5,
estimates a value corresponding to h,, in Equation 36, and
outputs a channel estimation signal 706_2.

A wireless unit 703_Y receives, as input, a received signal
702_Y received by an antenna 701_Y, performs processing
such as frequency conversion, quadrature demodulation, and
the like, and outputs a baseband signal 704_Y.

A channel fluctuation estimating unit 707_1 for the modu-
lated signal z1 transmitted by the transmission device
receives the baseband signal 704_Y as an input, extracts a
reference symbol 501_1 for channel estimation as in FIG. 5,
estimates a value corresponding to h,, in Equation 36, and
outputs a channel estimation signal 708_1.

A channel fluctuation estimating unit 707_2 for the modu-
lated signal 72 transmitted by the transmission device
receives the baseband signal 704_Y as an input, extracts a
reference symbol 501_2 for channel estimation as in FIG. 5,
estimates a value corresponding to h,, in Equation 36, and
outputs a channel estimation signal 708_2.

A control information decoding unit 709 receives the
baseband signal 704_X and the baseband signal 704_Y as
inputs, detects the symbol 500_1 that indicates the trans-
mission method as in FIG. 5, and outputs a signal 710
regarding information on the transmission method indicated
by the transmission device.

A signal processing unit 711 receives, as inputs, the
baseband signals 704_X and 704_Y, the channel estimation
signals 706_1, 706_2, 708_1, and 708_2, and the signal 710
regarding information on the transmission method indicated
by the transmission device, performs detection and decod-
ing, and outputs received data 712_1 and 712_2.

Next, operations by the signal processing unit 711 in FIG.
7 are described in detail. FIG. 8 is an example of the
structure of the signal processing unit 711 in the present
embodiment. FIG. 8 shows an INNER MIMO detector, a
soft-in/soft-out decoder, and a weighting coeflicient gener-
ating unit as the main elements. Non-Patent Literature 2 and
Non-Patent Literature 3 describe the method of iterative
decoding with this structure. The MIMO system described in
Non-Patent Literature 2 and Non-Patent Literature 3 is a
spatial multiplexing MIMO system, whereas the present
embodiment differs from Non-Patent Literature 2 and Non-
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Patent Literature 3 by describing a MIMO system that
changes precoding weights with time. Letting the (channel)
matrix in Equation 36 be H(t), the precoding weight matrix
in FIG. 6 be W(t) (where the precoding weight matrix
changes over 1), the received vector be R(t)=(r1(t),r2(1))%,
and the stream vector be S(t)=(s1(t),s2(1)), the following
Equation holds.

Math 41

RO=HOWDS(2) Equation 41

In this case, the reception device can apply the decoding
method in Non-Patent Literature 2 and Non-Patent Litera-
ture 3 to the received vector R(t) by considering H(t)W(t) as
the channel matrix.

Therefore, a weighting coefficient generating unit 819 in
FIG. 8 receives, as input, a signal 818 regarding information
on the transmission method indicated by the transmission
device (corresponding to 710 in FIG. 7) and outputs a signal
820 regarding information on weighting coefficients.

An INNER MIMO detector 803 receives the signal 820
regarding information on weighting coefficients as input
and, using the signal 820, performs the calculation in
Equation 41. Iterative detection and decoding is thus per-
formed. The following describes operations thereof.

In the signal processing unit in FIG. 8, a processing
method such as that shown in FIG. 10 is necessary for
iterative decoding (iterative detection). First, one codeword
(or one frame) of the modulated signal (stream) s1 and one
codeword (or one frame) of the modulated signal (stream) s2
are decoded. As a result, the Log-Likelihood Ratio (LLR) of
each bit of the one codeword (or one frame) of the modu-
lated signal (stream) sl and of the one codeword (or one
frame) of the modulated signal (stream) s2 is obtained from
the soft-in/soft-out decoder. Detection and decoding is per-
formed again using the LLR. These operations are per-
formed multiple times (these operations being referred to as
iterative decoding (iterative detection)). Hereinafter,
description focuses on the method of generating the log-
likelihood ratio (LLR) of a symbol at a particular time in one
frame.

In FIG. 8, a storage unit 815 receives, as inputs, a
baseband signal 801X (corresponding to the baseband signal
704_X in FIG. 7), a channel estimation signal group 802X
(corresponding to the channel estimation signals 706_1 and
706_2 in FIG. 7), a baseband signal 801Y (corresponding to
the baseband signal 704_Y in FIG. 7), and a channel
estimation signal group 802Y (corresponding to the channel
estimation signals 708_1 and 708_2 in FIG. 7). In order to
achieve iterative decoding (iterative detection), the storage
unit 815 calculates H(t)W(t) in Equation 41 and stores the
calculated matrix as a transformed channel signal group. The
storage unit 815 outputs the above signals when necessary as
a baseband signal 816X, a transformed channel estimation
signal group 817X, a baseband signal 816Y, and a trans-
formed channel estimation signal group 817Y.

Subsequent operations are described separately for initial
detection and for iterative decoding (iterative detection).

<Initial Detection>

The INNER MIMO detector 803 receives, as inputs, the
baseband signal 801X, the channel estimation signal group
802X, the baseband signal 801Y, and the channel estimation
signal group 802Y. Here, the modulation method for the
modulated signal (stream) sl and the modulated signal
(stream) s2 is described as 16QAM.

The INNER MIMO detector 803 first calculates H(t) W(t)
from the channel estimation signal group 802X and the
channel estimation signal group 802Y to seek candidate
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signal points corresponding to the baseband signal 801X.
FIG. 11 shows such calculation. In FIG. 11, each black dot
(®) is a candidate signal point in the 1Q plane. Since the
modulation method is 16QAM, there are 256 candidate
signal points. (Since FIG. 11 is only for illustration, not all
256 candidate signal points are shown.) Here, letting the
four bits transferred by modulated signal s1 be b0, bl, b2,
and b3, and the four bits transferred by modulated signal s2
be b4, b5, b6, and b7, candidate signal points corresponding
to (b0, bl, b2, b3, b4, bS5, b6, b7) in FIG. 11 exist. The
squared Euclidian distance is sought between a received
signal point 1101 (corresponding to the baseband signal
801X) and each candidate signal point. Each squared
Euclidian distance is divided by the noise variance o
Accordingly, E(b0, b1, b2, b3, b4, b5, b6, b7), i.c. the value
of'the squared Euclidian distance between a candidate signal
point corresponding to (b0, bl, b2, b3, b4, b5, b6, b7) and
a received signal point, divided by the noise variance, is
sought. Note that the baseband signals and the modulated
signals s1 and s2 are each complex signals.

Similarly, Ht)W(t) is calculated from the channel esti-
mation signal group 802X and the channel estimation signal
group 802Y, candidate signal points corresponding to the
baseband signal 801Y are sought, the squared Euclidian
distance for the received signal point (corresponding to the
baseband signal 801Y) is sought, and the squared Euclidian
distance is divided by the noise variance o®. Accordingly,
E4(b0, bl, b2, b3, b4, bS5, b6, b7), i.e. the value of the
squared Fuclidian distance between a candidate signal point
corresponding to (b0, bl, b2, b3, b4, b5, b6, b7) and a
received signal point, divided by the noise variance, is
sought.

Then E(b0, b1, b2, b3, b4, b5, b6, b7)+E (b0, bl, b2, b3,
b4, b5, b6, b7)=E(b0, b1, b2, b3, b4, b5, b6, b7) is sought.

The INNER MIMO detector 803 outputs E(b0, b1, b2, b3,
b4, b5, b6, b7) as a signal 804.

A log-likelihood calculating unit 805A receives the signal
804 as input, calculates the log likelihood for bits b0, b1, b2,
and b3, and outputs a log-likelihood signal 806A. Note that
during calculation of the log likelihood, the log likelihood
for “1” and the log likelihood for “0” are calculated. The
calculation method is as shown in Equations 28, 29, and 30.
Details can be found in Non-Patent Literature 2 and Non-
Patent Literature 3.

Similarly, a log-likelihood calculating unit 805B receives
the signal 804 as input, calculates the log likelihood for bits
b4, b5, b6, and b7, and outputs a log-likelihood signal 806B.

A deinterleaver (807A) receives the log-likelihood signal
806A as an input, performs deinterleaving corresponding to
the interleaver (the interleaver (304A) in FIG. 3), and
outputs a deinterleaved log-likelihood signal 808A.

Similarly, a deinterleaver (807B) receives the log-likeli-
hood signal 806B as an input, performs deinterleaving
corresponding to the interleaver (the interleaver (304B) in
FIG. 3), and outputs a deinterleaved log-likelihood signal
808B.

A log-likelihood ratio calculating unit 809A receives the
interleaved log-likelihood signal 808A as an input, calcu-
lates the log-likelihood ratio (LLR) of the bits encoded by
the encoder 302A in FIG. 3, and outputs a log-likelihood
ratio signal 810A.

Similarly, a log-likelihood ratio calculating unit 809B
receives the interleaved log-likelihood signal 808B as an
input, calculates the log-likelihood ratio (LLR) of the bits
encoded by the encoder 302B in FIG. 3, and outputs a
log-likelihood ratio signal 810B.
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A soft-in/soft-out decoder 811A receives the log-likeli-
hood ratio signal 810A as an input, performs decoding, and
outputs a decoded log-likelihood ratio 812A.

Similarly, a soft-in/soft-out decoder 811B receives the
log-likelihood ratio signal 810B as an input, performs
decoding, and outputs a decoded log-likelihood ratio 812B.

<Iterative Decoding (Iterative Detection), Number of
Iterations k>

An interleaver (813A) receives the log-likelihood ratio
812A decoded by the soft-in/soft-out decoder in the (k-1)*
iteration as an input, performs interleaving, and outputs an
interleaved log-likelihood ratio 814A. The interleaving pat-
tern in the interleaver (813A) is similar to the interleaving
pattern in the interleaver (304A) in FIG. 3.

An interleaver (813B) receives the log-likelihood ratio
812B decoded by the soft-in/soft-out decoder in the (k-1)”
iteration as an input, performs interleaving, and outputs an
interleaved log-likelihood ratio 814B. The interleaving pat-
tern in the interleaver (813B) is similar to the interleaving
pattern in the interleaver (304B) in FIG. 3.

The INNER MIMO detector 803 receives, as inputs, the
baseband signal 816X, the transformed channel estimation
signal group 817X, the baseband signal 816Y, the trans-
formed channel estimation signal group 817Y, the inter-
leaved log-likelihood ratio 814A, and the interleaved log-
likelihood ratio 814B. The reason for using the baseband
signal 816X, the transformed channel estimation signal
group 817X, the baseband signal 816Y, and the transformed
channel estimation signal group 817Y instead of the base-
band signal 801X, the channel estimation signal group
802X, the baseband signal 801Y, and the channel estimation
signal group 802Y is because a delay occurs due to iterative
decoding.

The difference between operations by the INNER MIMO
detector 803 for iterative decoding and for initial detection
is the use of the interleaved log-likelihood ratio 814A and
the interleaved log-likelihood ratio 814B during signal pro-
cessing. The INNER MIMO detector 803 first seeks E(bO,
bl, b2, b3, b4, bS5, b6, b7), as during initial detection.
Additionally, coefficients corresponding to Equations 11 and
32 are sought from the interleaved log-likelihood ratio 814A
and the interleaved log-likelihood ratio 914B. The value
E(bO, b1, b2, b3, b4, b5, b6, b7) is adjusted using the sought
coeflicients, and the resulting value E'(b0, b1, b2, b3, b4, b5,
b6, b7) is output as the signal 804.

The log-likelihood calculating unit 805A receives the
signal 804 as input, calculates the log likelihood for bits b0,
bl, b2, and b3, and outputs the log-likelihood signal 806A.
Note that during calculation of the log likelihood, the log
likelihood for “1” and the log likelihood for “0” are calcu-
lated. The calculation method is as shown in Equations 31,
32, 33, 34, and 35. Details can be found in Non-Patent
Literature 2 and Non-Patent Literature 3.

Similarly, the log-likelihood calculating unit 805B
receives the signal 804 as input, calculates the log likelihood
for bits b4, b5, b6, and b7, and outputs the log-likelihood
signal 806B. Operations by the deinterleaver onwards are
similar to initial detection.

Note that while FIG. 8 shows the structure of the signal
processing unit when performing iterative detection, itera-
tive detection is not always essential for obtaining excellent
reception quality, and a structure not including the interleav-
ers 813A and 813B, which are necessary only for iterative
detection, is possible. In such a case, the INNER MIMO
detector 803 does not perform iterative detection.

The main part of the present embodiment is calculation of
H(t)W(t). Note that as shown in Non-Patent Literature 5 and
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the like, QR decomposition may be used to perform initial
detection and iterative detection.

Furthermore, as shown in Non-Patent Literature 11, based
on H(t)W(t), linear operation of the Minimum Mean
Squared Error (MMSE) and Zero Forcing (ZF) may be
performed in order to perform initial detection.

FIG. 9 is the structure of a different signal processing unit
than FIG. 8 and is for the modulated signal transmitted by
the transmission device in FIG. 4. The difference with FIG.
8 is the number of soft-in/soft-out decoders. A soft-in/soft-
out decoder 901 receives, as inputs, the log-likelihood ratio
signals 810A and 810B, performs decoding, and outputs a
decoded log-likelihood ratio 902. A distribution unit 903
receives the decoded log-likelihood ratio 902 as an input and
distributes the log-likelihood ratio 902. Other operations are
similar to FIG. 8.

FIGS. 12A and 12B show BER characteristics for a
transmission method using the precoding weights of the
present embodiment under similar conditions to FIGS. 29A
and 29B. FIG. 12A shows the BER characteristics of Max-
log A Posteriori Probability (APP) without iterative detec-
tion (see Non-Patent Literature 1 and Non-Patent Literature
2), and FIG. 12B shows the BER characteristics of Max-
log-APP with iterative detection (see Non-Patent Literature
1 and Non-Patent Literature 2) (number of iterations: five).
Comparing FIGS. 12A, 12B, 29A, and 29B shows how if the
transmission method of the present embodiment is used, the
BER characteristics when the Rician factor is large greatly
improve over the BER characteristics when using spatial
multiplexing MIMO system, thereby confirming the useful-
ness of the method in the present embodiment.

As described above, when a transmission device transmits
a plurality of modulated signals from a plurality of antennas
in a MIMO system, the advantageous effect of improved
transmission quality, as compared to conventional spatial
multiplexing MIMO system, is achieved in an LOS envi-
ronment in which direct waves dominate by hopping
between precoding weights regularly over time, as in the
present embodiment.

In the present embodiment, and in particular with regards
to the structure of the reception device, operations have been
described for a limited number of antennas, but the present
invention may be embodied in the same way even if the
number of antennas increases. In other words, the number of
antennas in the reception device does not affect the opera-
tions or advantageous effects of the present embodiment.
Furthermore, in the present embodiment, the example of
LDPC coding has particularly been explained, but the pres-
ent invention is not limited to LDPC coding. Furthermore,
with regards to the decoding method, the soft-in/soft-out
decoders are not limited to the example of sum-product
decoding. Another soft-in/soft-out decoding method may be
used, such as a BCIR algorithm, a SOVA algorithm, a
Max-log-MAP algorithm, and the like. Details are provided
in Non-Patent Literature 6.

Additionally, in the present embodiment, the example of
a single carrier method has been described, but the present
invention is not limited in this way and may be similarly
embodied for multi-carrier transmission. Accordingly, when
using a method such as spread spectrum communication,
Orthogonal Frequency-Division Multiplexing (OFDM),
Single Carrier Frequency Division Multiple Access (SC-
FDMA), Single Carrier Orthogonal Frequency-Division
Multiplexing (SC-OFDM), or wavelet OFDM as described
in Non-Patent Literature 7 and the like, for example, the
present invention may be similarly embodied. Furthermore,
in the present embodiment, symbols other than data sym-
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bols, such as pilot symbols (preamble, unique word, and the
like), symbols for transmission of control information, and
the like, may be arranged in the frame in any way.

The following describes an example of using OFDM as an
example of a multi-carrier method.

FIG. 13 shows the structure of a transmission device when
using OFDM. In FIG. 13, elements that operate in a similar
way to FIG. 3 bear the same reference signs.

An OFDM related processor 1301 A receives, as input, the
weighted signal 309A, performs processing related to
OFDM, and outputs a transmission signal 1302A. Similarly,
an OFDM related processor 1301B receives, as input, the
weighted signal 309B, performs processing related to
OFDM, and outputs a transmission signal 1302B.

FIG. 14 shows an example of a structure from the OFDM
related processors 1301A and 1301B in FIG. 13 onwards.
The part from 1401A to 1410A is related to the part from
1301A to 312A in FIG. 13, and the part from 1401B to
1410B is related to the part from 1301B to 312B in FIG. 13.

A serial/parallel converter 1402A performs serial/parallel
conversion on a weighted signal 1401A (corresponding to
the weighted signal 309A in FIG. 13) and outputs a parallel
signal 1403A.

A reordering unit 1404 A receives a parallel signal 1403A
as input, performs reordering, and outputs a reordered signal
1405A. Reordering is described in detail later.

An inverse fast Fourier transformer 1406A receives the
reordered signal 1405A as an input, performs a fast Fourier
transform, and outputs a fast Fourier transformed signal
1407A.

A wireless unit 1408A receives the fast Fourier trans-
formed signal 1407A as an input, performs processing such
as frequency conversion, amplification, and the like, and
outputs a modulated signal 1409A. The modulated signal
1409A is output as a radio wave from an antenna 1410A.

A serial/parallel converter 1402B performs serial/parallel
conversion on a weighted signal 1401B (corresponding to
the weighted signal 309B in FIG. 13) and outputs a parallel
signal 1403B.

A reordering unit 1404B receives a parallel signal 1403B
as input, performs reordering, and outputs a reordered signal
1405B. Reordering is described in detail later.

An inverse fast Fourier transformer 1406B receives the
reordered signal 1405B as an input, performs a fast Fourier
transform, and outputs a fast Fourier transformed signal
1407B.

A wireless unit 1408B receives the fast Fourier trans-
formed signal 1407B as an input, performs processing such
as frequency conversion, amplification, and the like, and
outputs a modulated signal 1409B. The modulated signal
1409B is output as a radio wave from an antenna 1410B.

In the transmission device of FIG. 3, since the transmis-
sion method does not use multi-carrier, precoding hops to
form a four-slot period (cycle), as shown in FIG. 6, and the
precoded symbols are arranged in the time domain. When
using a multi-carrier transmission method as in the OFDM
method shown in FIG. 13, it is of course possible to arrange
the precoded symbols in the time domain as in FIG. 3 for
each (sub)carrier. In the case of a multi-carrier transmission
method, however, it is possible to arrange symbols in the
frequency domain, or in both the frequency and time
domains. The following describes these arrangements.

FIGS. 15A and 15B show an example of a method of
reordering symbols by reordering units 1401 A and 1401B in
FIG. 14, the horizontal axis representing frequency, and the
vertical axis representing time. The frequency domain runs
from (sub)carrier O through (sub)carrier 9. The modulated
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signals 71 and 72 use the same frequency bandwidth at the
same time. FIG. 15A shows the reordering method for
symbols of the modulated signal z1, and FIG. 15B shows the
reordering method for symbols of the modulated signal Z2.
Numbers #1, #2, #3, #4, . . . are assigned to in order to the
symbols of the weighted signal 1401 A which is input into
the serial/parallel converter 1402A. At this point, symbols
are assigned regularly, as shown in FIG. 15A. The symbols
#1, #2,#3,#4, . . . are arranged in order starting from carrier
0. The symbols #1 through #9 are assigned to time $1, and
subsequently, the symbols #10 through #19 are assigned to
time $2.

Similarly, numbers #1, #2, #3, #4, . . . are assigned in
order to the symbols of the weighted signal 1401B which is
input into the serial/parallel converter 1402B. At this point,
symbols are assigned regularly, as shown in FIG. 15B. The
symbols #1, #2, #3, #4, . . . are arranged in order starting
from carrier 0. The symbols #1 through #9 are assigned to
time $1, and subsequently, the symbols #10 through #19 are
assigned to time $2. Note that the modulated signals z1 and
72 are complex signals.

The symbol group 1501 and the symbol group 1502
shown in FIGS. 15A and 15B are the symbols for one period
(cycle) when using the precoding weight hopping method
shown in FIG. 6. Symbol #0 is the symbol when using the
precoding weight of slot 4i in FIG. 6. Symbol #1 is the
symbol when using the precoding weight of slot 4i+1 in FIG.
6. Symbol #2 is the symbol when using the precoding weight
of slot 4i+2 in FIG. 6. Symbol #3 is the symbol when using
the precoding weight of slot 4i+3 in FIG. 6. Accordingly,
symbol #x is as follows. When x mod 4 is 0, the symbol #x
is the symbol when using the precoding weight of slot 41 in
FIG. 6. When x mod 4 is 1, the symbol #x is the symbol
when using the precoding weight of slot 4i+1 in FIG. 6.
When x mod 4 is 2, the symbol #x is the symbol when using
the precoding weight of slot 4i+2 in FIG. 6. When x mod 4
is 3, the symbol #x is the symbol when using the precoding
weight of slot 4i+3 in FIG. 6.

In this way, when using a multi-carrier transmission
method such as OFDM, unlike during single carrier trans-
mission, symbols can be arranged in the frequency domain.
Furthermore, the ordering of symbols is not limited to the
ordering shown in FIGS. 15A and 15B. Other examples are
described with reference to FIGS. 16A, 16B, 17A, and 17B.

FIGS. 16A and 16B show an example of a method of
reordering symbols by the reordering units 1404A and
1404B in FIG. 14, the horizontal axis representing fre-
quency, and the vertical axis representing time, that differs
from FIGS. 15A and 15B. FIG. 16A shows the reordering
method for symbols of the modulated signal z1, and FIG.
16B shows the reordering method for symbols of the modu-
lated signal Z2. The difference in FIGS. 16A and 16B as
compared to FIGS. 15A and 15B is that the reordering
method of the symbols of the modulated signal z1 differs
from the reordering method of the symbols of the modulated
signal Z2. In FIG. 16B, symbols #0 through #5 are assigned
to carriers 4 through 9, and symbols #6 through #9 are
assigned to carriers 0 through 3. Subsequently, symbols #10
through #19 are assigned regularly in the same way. At this
point, as in FIGS. 15A and 15B, the symbol group 1601 and
the symbol group 1602 shown in FIGS. 16 A and 16B are the
symbols for one period (cycle) when using the precoding
weight hopping method shown in FIG. 6.

FIGS. 17A and 17B show an example of a method of
reordering symbols by the reordering units 1404A and
1404B in FIG. 14, the horizontal axis representing fre-
quency, and the vertical axis representing time, that differs
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from FIGS. 15A and 15B. FIG. 17A shows the reordering
method for symbols of the modulated signal z1, and FIG.
17B shows the reordering method for symbols of the modu-
lated signal Z2. The difference in FIGS. 17A and 17B as
compared to FIGS. 15A and 15B is that whereas the symbols
are arranged in order by carrier in FIGS. 15A and 15B, the
symbols are not arranged in order by carrier in FIGS. 17A
and 17B. It is obvious that, in FIGS. 17A and 17B, the
reordering method of the symbols of the modulated signal z1
may differ from the reordering method of the symbols of the
modulated signal Z2, as in FIGS. 16A and 16B.

FIGS. 18A and 18B show an example of a method of
reordering symbols by the reordering units 1404A and
1404B in FIG. 14, the horizontal axis representing fre-
quency, and the vertical axis representing time, that differs
from FIGS. 15A through 17B. FIG. 18A shows the reorder-
ing method for symbols of the modulated signal z1, and FIG.
18B shows the reordering method for symbols of the modu-
lated signal Z2. In FIGS. 15A through 17B, symbols are
arranged in the frequency domain, whereas in FIGS. 18A
and 18B, symbols are arranged in both the frequency and
time domains.

In FIG. 6, an example has been described of hopping
between precoding weights over four slots. Here, however,
an example of hopping over eight slots is described. The
symbol groups 1801 and 1802 shown in FIGS. 18A and 18B
are the symbols for one period (cycle) when using the
precoding weight hopping method (and are therefore eight-
symbol groups). Symbol #0 is the symbol when using the
precoding weight of slot 8i. Symbol #1 is the symbol when
using the precoding weight of slot 8i+1. Symbol #2 is the
symbol when using the precoding weight of slot 8i+2.
Symbol #3 is the symbol when using the precoding weight
of slot 8i+3. Symbol #4 is the symbol when using the
precoding weight of slot 8i+4. Symbol #5 is the symbol
when using the precoding weight of slot 8i+5. Symbol #6 is
the symbol when using the precoding weight of slot 8i+6.
Symbol #7 is the symbol when using the precoding weight
of slot 8i+7. Accordingly, symbol #x is as follows. When x
mod 8 is 0, the symbol #x is the symbol when using the
precoding weight of slot 8i. When x mod 8 is 1, the symbol
#x is the symbol when using the precoding weight of slot
8i+1. When x mod 8 is 2, the symbol #x is the symbol when
using the precoding weight of slot 8i+2. When x mod 8 is 3,
the symbol #x is the symbol when using the precoding
weight of slot 8i+3. When x mod 8 is 4, the symbol #x is the
symbol when using the precoding weight of slot 8i+4. When
x mod 8 is 5, the symbol #x is the symbol when using the
precoding weight of slot 8i+5. When x mod 8 is 6, the
symbol #x is the symbol when using the precoding weight
of'slot 8i+6. When x mod 8 is 7, the symbol #x is the symbol
when using the precoding weight of slot 8i+7. In the symbol
ordering in FIGS. 18A and 18B, four slots in the time
domain and two slots in the frequency domain for a total of
4x2=8 slots are used to arrange symbols for one period
(cycle). In this case, letting the number of symbols in one
period (cycle) be m X n symbols (in other words, m n
precoding weights exist), the number of slots (the number of
carriers) in the frequency domain used to arrange symbols in
one period (cycle) be n, and the number of slots used in the
time domain be m, m should be greater than n. This is
because the phase of direct waves fluctuates more slowly in
the time domain than in the frequency domain. Therefore,
since the precoding weights are changed in the present
embodiment to minimize the influence of steady direct
waves, it is preferable to reduce the fluctuation in direct
waves in the period (cycle) for changing the precoding
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weights. Accordingly, m should be greater than n. Further-
more, considering the above points, rather than reordering
symbols only in the frequency domain or only in the time
domain, direct waves are more likely to become stable when
symbols are reordered in both the frequency and the time
domains as in FIGS. 18A and 18B, thereby making it easier
to achieve the advantageous effects of the present invention.
When symbols are ordered in the frequency domain, how-
ever, fluctuations in the frequency domain are abrupt, lead-
ing to the possibility of yielding diversity gain. Therefore,
reordering in both the frequency and the time domains is not
necessarily always the best method.

FIGS. 19A and 19B show an example of a method of
reordering symbols by the reordering units 1404A and
1404B in FIG. 14, the horizontal axis representing fre-
quency, and the vertical axis representing time, that differs
from FIGS. 18A and 18B. FIG. 19A shows the reordering
method for symbols of the modulated signal z1, and FIG.
19B shows the reordering method for symbols of the modu-
lated signal Z2. As in FIGS. 18A and 18B, FIGS. 19A and
19B show arrangement of symbols using both the frequency
and the time axes. The difference as compared to FIGS. 18A
and 18B is that, whereas symbols are arranged first in the
frequency domain and then in the time domain in FIGS. 18A
and 18B, symbols are arranged first in the time domain and
then in the frequency domain in FIGS. 19A and 19B. In
FIGS. 19A and 19B, the symbol group 1901 and the symbol
group 1902 are the symbols for one period (cycle) when
using the precoding hopping method.

Note that in FIGS. 18A, 18B, 19A, and 19B, as in FIGS.
16A and 16B, the present invention may be similarly embod-
ied, and the advantageous effect of high reception quality
achieved, with the symbol arranging method of the modu-
lated signal z1 differing from the symbol arranging method
of the modulated signal 7Z2. Furthermore, in FIGS. 18A,
18B, 19A, and 19B, as in FIGS. 17A and 17B, the present
invention may be similarly embodied, and the advantageous
effect of high reception quality achieved, without arranging
the symbols in order.

FIG. 27 shows an example of a method of reordering
symbols by the reordering units 1404A and 1404B in FIG.
14, the horizontal axis representing frequency, and the
vertical axis representing time, that differs from the above
examples. The case of hopping between precoding matrix
regularly over four slots, as in Equations 37-40, is consid-
ered. The characteristic feature of FIG. 27 is that symbols
are arranged in order in the frequency domain, but when
progressing in the time domain, symbols are cyclically
shifted by n symbols (in the example in FIG. 27, n=1). In the
four symbols shown in the symbol group 2710 in the
frequency domain in FIG. 27, precoding hops between the
precoding matrices of Equations 37-40.

In this case, symbol #0 is precoded using the precoding
matrix in Equation 37, symbol #1 is precoded using the
precoding matrix in Equation 38, symbol #2 is precoded
using the precoding matrix in Equation 39, and symbol #3
is precoded using the precoding matrix in Equation 40.

Similarly, for the symbol group 2720 in the frequency
domain, symbol #4 is precoded using the precoding matrix
in Equation 37, symbol #5 is precoded using the precoding
matrix in Equation 38, symbol #6 is precoded using the
precoding matrix in Equation 39, and symbol #7 is precoded
using the precoding matrix in Equation 40.

For the symbols at time $1, precoding hops between the
above precoding matrices, but in the time domain, symbols
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are cyclically shifted. Therefore, precoding hops between
precoding matrices for the symbol groups 2701, 2702, 2703,
and 2704 as follows.

In the symbol group 2701 in the time domain, symbol #0
is precoded using the precoding matrix in Equation 37,
symbol #9 is precoded using the precoding matrix in Equa-
tion 38, symbol #18 is precoded using the precoding matrix
in Equation 39, and symbol #27 is precoded using the
precoding matrix in Equation 40.

In the symbol group 2702 in the time domain, symbol #28
is precoded using the precoding matrix in Equation 37,
symbol #1 is precoded using the precoding matrix in Equa-
tion 38, symbol #10 is precoded using the precoding matrix
in Equation 39, and symbol #19 is precoded using the
precoding matrix in Equation 40.

In the symbol group 2703 in the time domain, symbol #20
is precoded using the precoding matrix in Equation 37,
symbol #29 is precoded using the precoding matrix in
Equation 38, symbol #2 is precoded using the precoding
matrix in Equation 39, and symbol #11 is precoded using the
precoding matrix in Equation 40.

In the symbol group 2704 in the time domain, symbol #12
is precoded using the precoding matrix in Equation 37,
symbol #21 is precoded using the precoding matrix in
Equation 38, symbol #30 is precoded using the precoding
matrix in Equation 39, and symbol #3 is precoded using the
precoding matrix in Equation 40.

The characteristic of FIG. 27 is that, for example focusing
on symbol #11, the symbols on either side in the frequency
domain at the same time (symbols #10 and #12) are both
precoded with a different precoding matrix than symbol #11,
and the symbols on either side in the time domain in the
same carrier (symbols #2 and #20) are both precoded with
a different precoding matrix than symbol #11. This is true
not only for symbol #11. Any symbol having symbols on
either side in the frequency domain and the time domain is
characterized in the same way as symbol #11. As a result,
precoding matrices are effectively hopped between, and
since the influence on stable conditions of direct waves is
reduced, the possibility of improved reception quality of
data increases.

In FIG. 27, the case of n=1 has been described, but n is
not limited in this way. The present invention may be
similarly embodied with n=3. Furthermore, in FIG. 27, when
symbols are arranged in the frequency domain and time
progresses in the time domain, the above characteristic is
achieved by cyclically shifting the number of the arranged
symbol, but the above characteristic may also be achieved
by randomly (or regularly) arranging the symbols.

Embodiment 2

In Embodiment 1, regular hopping of the precoding
weights as shown in FIG. 6 has been described. In the
present embodiment, a method for designing specific pre-
coding weights that differ from the precoding weights in
FIG. 6 is described.

In FIG. 6, the method for hopping between the precoding
weights in Equations 37-40 has been described. By gener-
alizing this method, the precoding weights may be changed
as follows. (The hopping period (cycle) for the precoding
weights has four slots, and Equations are listed similarly to
Equations 37-40.)
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For symbol number 4i (where i is an integer greater than or
equal to zero):

Math 42
(21(41') ] 1 {18 i E+Y (51(41')] Equation 42
2040 2 | e it [ s24i)
Here, j is an imaginary unit.
For symbol number 4i+1:
Math 43
(11(41' +1) ] Equation 43
2@i+1)
L (P GO Ny
f PG By @D 1A+0) (52(4i+ 1)]
For symbol number 4i+2:
Math 44
(zl 4i+2) ] Equation 44
2@4i+2))
| [ UEHD QORI a4 oy
f P12 By BiAD1A+0) ( 52(4i+2)]
For symbol number 4i+3:
Math 45
(zl (4i+3) ] Equation 45
2@i+3))
L (P ORI Ny
f P21 G35y (i3 1040) (52(4i+3)]

From Equations 36 and 41, the received vector R(t)=(r1(t),
r2()7 can be represented as follows.

For symbol number 4i:

Math 46
( rl(4i ] Equation 46
24 )
1 (h11(4i) h12(4i)] SPGBy (4D+N) (51(41')]
V2 \hag(di) haadi) | eiomtn giemairasa 2
For symbol number 4i+1:
Math 47
Equation 47

(r1(4i+1)] 1 (h11(4i+1) h12(4i+1)]
REFD) T Y2 @i+ ) hpi+l)
[ej911(4i+1) ej(911(4i+1)+/\)

i1 GiH1) L j(Br) (Ai+1)+2+6)

sl@di+1)
(52(4i+ 1)]
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For symbol number 4i+2:

Math 48
( rldi+2) ] 1 ( By 4i+2) hppdi+2) ] Equation 48
P@i+2)) " VZ \hy@Gi+2) hyp@i+2)
ejQu (4i+2) ej(911(4i+2)+/\) sl (4[ + 2)
1 Gi+2) iy (i4D)4A+) ( S24i+2) ]
For symbol number 4i+3:
Math 49
( rl4i+3) ] 1 ( B (4i+3) hpp4i+3) ] Equation 49
r24i+3)) " V2 \hy@Gi+3) hp@i+3)
P T R P T TR
IRLGI3) i) Git3)HA+6) (52(41' +3) ]

In this case, it is assumed that only components of direct
waves exist in the channel elements h (1), h, ,(t), h,, (1), and
h,,(t), that the amplitude components of the direct waves are
all equal, and that fluctuations do not occur over time. With
these assumptions, Equations 46-49 can be represented as
follows.

For symbol number 4i:
Math 50
F1(40) L (ALl g\(efut) i@\ o Equation SO
(rz(4i) ] B f[ el q][ejgﬂ iy (401+) ]( sz(4i)]
For symbol number 4i+1:

Math 51

( rldi+1) ] Equation 51

P24i+ 1)
| (Al g e
f Ae® g || effaein

For symbol number 4i+2:

I P11 GH+D+)

sl@di+1)
(52(4i+ 1)]

pH®21 @i+ DA+)

Math 52

Equation 52

(r1(4i + 2)]
F2(4i+2)

| (Al g 1D
V2 L Aei® g | o212

For symbol number 4i+3:

IO G2

sl@di+2)
(52(41' +2) ]

o021 @i+2)+2+6)

Math 53

( rl4i+3) ] Equation 53

r2(4i+3)
| (Al g LU @I
V2 L ael g | eioacien

pH(O21 @i3)1A+9)

s1di+3)
(52(41' +3) ]
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In Equations 50-53, let A be a positive real number and q
be a complex number. The values of A and q are determined
in accordance with the positional relationship between the
transmission device and the reception device. Equations
50-53 can be represented as follows.

For symbol number 4i:

Math 54
rl@y
( r2(4i) ] -

1 e ff11¢4)
— (Ae gq)
N off21¢4)

Equation 54

ej(911(4i)+/\) sl (41)
021 @DA+6) ( S2(48) ]

For symbol number 4i+1:

Math 55
rl@Gi+ D) 1 e Al
(r2(4i+1)]_ﬁ o (A€ 4D

I P11 GH+D+)

Equation 55

[ej911(4i+1)

(51 @i+1) ]
P21 (44D 2+ 1)

ej(921 @i+1)+A+6)

For symbol number 4i+2:

Math 56
rl(di+2) 1 (& )

=— Ael®
(r2(4i+2)] \/_2[(310]( e )

I P11 GH+D+)

Equation 56

[ PIOLLG+D)

( s1@i+2) ]
£H%1 @42) s2(4i +2)

IO Gi+D1A4E)

For symbol number 4i+3:

Math 57

rl(4i+3) 1 (&° ) Equation 57
( ]=— o lcae® o)

r2(4i +3) V2l e

[ 911 Gi+3)

%21 6i+3)

ej(911(4i+3)+/\) sl (4[ + 3)
]( S2(4i +3) ]

As a result, when q is represented as follows, a signal
component based on one of s1 and s2 is no longer included
in r1 and r2, and therefore one of the signals s1 and s2 can
no longer be obtained.

For symbol number 4i:
Math 58

q:_Aej(911(4i)*921(4i))’_Aej(911(4i)*921(4i)*5)

IO Gi+3)1A46)

Equation 58

For symbol number 4i+1:
Math 59

q:_AEj(811(4i+l)—821(4i+1))’_Aej(811(4i+1)—821(41'1»1)—6) Equation 59
For symbol number 4i+2:

Math 60

q:_Aej(el1(4i+2)—821(4i+2))’_Aej(Bl1(4i+2)—821(4i+2)—6) Equation 60

For symbol number 4i+3:
Math 61

q:_Aej(el1(4i+3)—821(4i+3))’_Aej(Bl1(4i+3)—821(4i+3)—6) Equation 59
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In this case, if q has the same solution in symbol numbers
41, 4i+1, 4i+2, and 4i+3, then the channel elements of the
direct waves do not greatly fluctuate. Therefore, a reception
device having channel elements in which the value of q is
equivalent to the same solution can no longer obtain excel-
lent reception quality for any of the symbol numbers.
Therefore, it is difficult to achieve the ability to correct
errors, even if error correction codes are introduced. Accord-
ingly, for q not to have the same solution, the following
condition is necessary from Equations 58-61 when focusing
on one of two solutions of q which does not include 6.
Math 62
Condition #1

SOUMHD 81 0)L JOUGH) A for Ve Wy
(e=y; x,y=0,1,2,3)

(xis 0,1, 2,3; yis 0, 1, 2, 3; and x=y.)
In an example fulfilling Condition #1, values are set as
follows:

EXAMPLE #1

(1) 6,,(41)=09, ,(4i+1)=6,,(4i+2)=0,,(4i+3)=0 radians,

(2) 6,,(41)=0 radians,

(3) 0,,(4i+1)=n/2 radians,

(4) 6,,(4i+2)=mr radians, and

(5) 0,,(41+3)=37/2 radians.

(The above is an example. It suffices for one each of zero
radians, /2 radians, 7 radians, and 3rt/2 radians to exist for
the set (0,,(41), 0,,(4i+1), 0,,(4i+2), 0,,(4i+3)).) In this
case, in particular under condition (1), there is no need to
perform signal processing (rotation processing) on the base-
band signal S1(t), which therefore offers the advantage of a
reduction in circuit size. Another example is to set values as
follows.

EXAMPLE #2

(6) 6,,(41)=0 radians,

(7) 6,,(41+1)=n/2 radians,

(8) 0,,(41+2)=n radians,

(9) 0,,(41+3)=3/2 radians, and

(10) 6,,(41)=0,,(4i+1)=0,,(4i+2)=0,,(4i+3)=0 radians.
(The above is an example. It suffices for one each of zero
radians, /2 radians, 7 radians, and 3rt/2 radians to exist for
the set (8,,(41), 8,,(4i+1), 0,,(4i+2), 0,,(4i+3)).) In this
case, in particular under condition (6), there is no need to
perform signal processing (rotation processing) on the base-
band signal S2(t), which therefore offers the advantage of a
reduction in circuit size. Yet another example is as follows.

EXAMPLE #3

(11) 8,,(41)=0,,(4i+1)=0,,(4i+2)=0, ,(4i+3)=0 radians,
(12) 0,,(41)=0 radians,

(13) 0,,(4i+1)=n/4 radians,

(14) 0,,(4i+2)=n/2 radians, and

(15) 0,,(4i+3)=3n/4 radians.

(The above is an example. It suffices for one each of zero
radians, /4 radians, /2 radians, and 37/4 radians to exist
for the set (0,,(41), 8,,(4i+1), 0,,(4i+2), 0,,(4i+>)).)

EXAMPLE #4

(16) 6,,(41)=0 radians,

(17) 0,,(4i+1)=n/4 radians,

(18) 0,,(4i+2)=n/2 radians,

(19) 0,,(4i+3)=3n/4 radians, and

(20) 6,,(41)=0,,(4i+1)=0,,(4i+2)=0,,(4i+3)=0 radians.
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(The above is an example. It suffices for one each of zero
radians, /4 radians, /2 radians, and 37/4 radians to exist
for the set (0,,(41), 0,,(4i+1), 0,,(4142), 0,,(4i+>)).)

While four examples have been shown, the method of
satisfying Condition #1 is not limited to these examples.

Next, design requirements for not only 6,, and 6,,, but
also for A and 9 are described. It suffices to set A to a certain
value; it is then necessary to establish requirements for 0.
The following describes the design method for d when A is
set to zero radians.

In this case, by defining 8 so that 7/2 radians=|dl=m
radians, excellent reception quality is achieved, particularly
in an LOS environment.

Incidentally, for each of the symbol numbers 4i, 4i+1,
4i+2, and 4i+3, two points q exist where reception quality
becomes poor. Therefore, a total of 2x4=8 such points exist.
In an LOS environment, in order to prevent reception quality
from degrading in a specific reception terminal, these eight
points should each have a different solution. In this case, in
addition to Condition #1, Condition #2 is necessary.

Math 63
Condition #2
FOUAID-BEH I JOUHIN-821EH) for Y Wy
(x,5=0,1,2,3)

and

FOUAID B I-5), JOUH-B21EH)-) for Y Yy
(x=y; x,3=0,1,2,3)

Additionally, the phase of these eight points should be
evenly distributed (since the phase of a direct wave is
considered to have a high probability of even distribution).
The following describes the design method for § to satisfy
this requirement.

In the case of example #1 and example #2, the phase
becomes even at the points at which reception quality is poor
by setting 0 to +37/4 radians. For example, letting d be 37/4
radians in example #1 (and letting A be a positive real
number), then each of the four slots, points at which recep-
tion quality becomes poor exist once, as shown in FIG. 20.
In the case of example #3 and example #4, the phase
becomes even at the points at which reception quality is poor
by setting O to xm radians. For example, letting & be &
radians in example #3, then in each of the four slots, points
at which reception quality becomes poor exist once, as
shown in FIG. 21. (If the element q in the channel matrix H
exists at the points shown in FIGS. 20 and 21, reception
quality degrades.)

With the above structure, excellent reception quality is
achieved in an LOS environment. Above, an example of
changing precoding weights in a four-slot period (cycle) is
described, but below, changing precoding weights in an
N-slot period (cycle) is described. Making the same con-
siderations as in Embodiment 1 and in the above description,
processing represented as below is performed on each
symbol number.

For symbol number Ni (where i is an integer greater than or
equal to zero):

Math 64

LIOLL Vi)

ZL(ND) 1 (e
( 2(N) ]

SL(ND) Equation 62
= f PN By (NIYA+9) ( ]

S2AND)

Here, j is an imaginary unit.
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For symbol number Ni+1:

Math 65
(zl(Ni +1) ] Equation 63
2Ni+ 1))~

eJOLL NIy (sl(Ni +1) ]
SUANi+1)

i1 (Ni+D)

| [ efutiD
IO i+ 1) +2+6)

vz

10

When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):

Math 66 15

(zl(Ni + k) ] Equation 64
2(Ni+h) )~

1 [ejQH(NHk) ej(Qﬂ(NHkH/\)

(sl(Ni+k)]
V2

S2Ni +k)

IRLNHE) (B (N 42+6)

Furthermore, for symbol number Ni+N-1:

Math 67 25

(zl(Ni +N-1) ] Equation 65
2WNi+N-1 )"

1 [ejQH(NHN—l)

V2

IOLL NHN=132)

sLNi+N = 1)
(sZ(Ni+N—1)]

IRLINIHN=1) () (Ni+N=1)+2+6)
Accordingly, rl and r2 are represented as follows.

For symbol number Ni (where i is an integer greater than or
equal to zero):

35
Math 68
( rl1(Ni) ] Equation 66
2WND ) 40
1 (hll(Ni) hlz(Ni)] SILLN)  piB1 (ND+) (sl(Ni)]
V2 Uy (i) hop(Ni) )| o214 pitevieiss) | s2(Ni)
Here, j is an imaginary unit. 45
For symbol number Ni+1:
Math 69
. . . . 50
(rl(Nz+1)] 1 (hu(Nl+ 1) hpp(Ni+ 1)] Equation 67
PN+ 1)) Y2 Vb (Ni+ 1) hoa(Ni+ 1)
ejQH(NHI) ej(Qﬂ(NHlH/\) Sl(Nl+ 1)
IRLNIFD) (B (Ni+1142+6) (sZ(Ni+ 1)]
55
When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):
Math 70 60
( rl(Ni+ k) ] 1 (hll(Ni +k) ha(Ni+k) ] Equation 68
FANI+K) ) 2 Ny (Ni+ k) haa(Ni+k)
SN I N0 )i gy
IRLNIH) (B2 (NiHkA+6) (sZ(Ni+k)] 65
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Furthermore, for symbol number Ni+N-1:

Math 71

V2

[ejQH(NHN—l)

(rl(Ni+N—1)] 1 (hu(Ni+N—1) hlz(Ni+N—1)] Equation 69
r2(Ni+N-1) By (Ni+ N =1) hp(Ni+N-1)

IOLLNHN=1})

(sl(Ni+N—1)]
S2ANi+N = 1)

IR NHN=1) By (Ni+N=111+6)

In this case, it is assumed that only components of direct
waves exist in the channel elements h, (t), h, ,(t), h,,(t), and
h,,(t), that the amplitude components of the direct waves are
all equal, and that fluctuations do not occur over time. With
these assumptions, Equations 66-69 can be represented as
follows.

For symbol number Ni (where i is an integer greater than or
equal to zero):

Math 72
( rl1(Ni) ] Equation 70
P2WND )
| (Al g eFuM) G MIRD e
f[ Ae 4 ][ 2RI By (NI (sZ(Ni)]
Here, j is an imaginary unit.
For symbol number Ni+1:
Math 73
( rl(Ni+1) ] Equation 71
RN+ )T
| [Ae® g efiiVirl) iR N oy
f Ael0 g | Wi i (D) (SZ(NH 1)]
When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):
Math 74
( rl(Ni+ k) ] Equation 72
PNi+k) )~
1 AejO q ejQU(NHk) ej(Qll(NHk)ﬂ\) Sl(Nl+k)
f Ael0 g | @i i i) (sZ(Ni+k)]
Furthermore, for symbol number Ni+N-1:
Math 75
Equation 73

(rl(Ni+N—1)] 1 (A ¢
Wi+ N-1)" V2 { ae 4
[ejQH(NHN—l) IO (NEFN=1)40)

sLNi+N = 1)
(sZ(Ni+N—1)]

IRLINIHN=1) (] (Ni+N=1)+2+6)

In Equations 70-73, let A be a real number and q be a
complex number. The values of A and q are determined in
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accordance with the positional relationship between the
transmission device and the reception device. Equations
70-73 can be represented as follows.

For symbol number Ni (where i is an integer greater than or
equal to zero):

Math 76
( rl1(Ni) ] Equation 74
N
L (e WD GFOIIR e
_ Ael®
ﬁ[ejo ]( e 4q )[ IRLND By (N+A+6) (sZ(Ni)]
Here, j is an imaginary unit.
For symbol number Ni+1:
Math 77
rl(Ni+ 1) 1 0 0 Equation 75
(rZ(Ni+1)]: Yzl e (Ael 9)
e
ejQu(NHl) ej(Qu(NHl)ﬂ\) Sl(Nl + 1)
[ejQZI(NHl) ej(QZI(Ni+1)+/\+6) (SZ(NZ + 1) ]
When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):
Math 78
(rl(Ni+ k) ] 1 (&° a4 Equation 76
. =—| ,[(A¢" ¢
r2(Ni+ k) V2l e
SN I N0 )i gy
[ejQZI(NHk) i1 (Ni+)+2:+6) (sZ(Ni +k)]
Furthermore, for symbol number Ni+N-1:
Math 79
(rl(Ni +N-1) ] 1 (€° a4 Equation 77
. =—| ,[(A¢" ¢
2(Ni+N-1) V2l e

[ejQH(NHN—l) IOLLNHN=1})

sLNi+N = 1)
(sZ(Ni+N—1)]

IRLINIHN=1) () (Ni+N=1)+2+6)

As a result, when q is represented as follows, a signal
component based on one of s1 and s2 is no longer included
in rl and r2, and therefore one of the signals s1 and s2 can
no longer be obtained.

For symbol number Ni (where i is an integer greater than or
equal to zero):
Math 80

q:_Aej(el1(Ni)7921(Ni)),_Aej(911(Ni)—921(Ni)76) Equation 78

For symbol number Ni+1:

Math 81

_ 4 FOUN-2UNI+1) _ 4 JO1Vi+ D-821(Nix 1)-5)
: F

q= Equation 79

When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):
Math 82
_ 4 FOUNHR-S2INI) _ g JOLIQH)-02 ((Ni+-)

q= Equation 80
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Furthermore, for symbol number Ni+N-1:
Math 83

g=-A4 JOUNHEN-1-621(Ni+N-1)) _

Aeej(el1(Ni+N—l)—821(Ni+N—l)’—6) qulatiOH 81

In this case, if q has the same solution in symbol numbers
Ni through Ni+N-1, then since the channel elements of the
direct waves do not greatly fluctuate, a reception device
having channel elements in which the value of q is equiva-
lent to this same solution can no longer obtain excellent
reception quality for any of the symbol numbers. Therefore,
it is difficult to achieve the ability to correct errors, even if
error correction codes are introduced. Accordingly, for q not
to have the same solution, the following condition is nec-
essary from Equations 78-81 when focusing on one of two
solutions of q which does not include 4.

Math 84
Condition #3

S OUM-021 (i), FOUMH-OUN for Y Wy
(x=y; x,y=0,1,2, . . . N=2,N-1)

xis0,1,2,... ,N-2, N-1;yis 0, 1, 2, . . . , N=-2, N-1;
and x=y.)

Next, design requirements for not only 6,, and 6,,, but
also for A and 9 are described. It suffices to set A to a certain
value; it is then necessary to establish requirements for 0.
The following describes the design method for d when A is
set to zero radians.

In this case, similar to the method of changing the
precoding weights in a four-slot period (cycle), by defining
d so that m/2 radians<|dl=m radians, excellent reception
quality is achieved, particularly in an LOS environment.

In each symbol number Ni through Ni+N-1, two points
labeled q exist where reception quality becomes poor, and
therefore 2N such points exist. In an LOS environment, in
order to achieve excellent characteristics, these 2N points
should each have a different solution. In this case, in addition
to Condition #3, Condition #4 is necessary.

Math 85
Condition #4

FOUMD- U0, JOUN-OUNHID for Y
*y=0,1,2, ... ,N-2,N-1)

and

FOUNi0- 01 Nitx)-8)__ (O11 Witz )-E21Ni47)-0) 1
Y, Vy (x=y; x,3=0,1,2, ... ,N-2,N-1)

Additionally, the phase of these 2N points should be
evenly distributed (since the phase of a direct wave at each
reception device is considered to have a high probability of
even distribution).

As described above, when a transmission device transmits
a plurality of modulated signals from a plurality of antennas
in a MIMO system, the advantageous effect of improved
transmission quality, as compared to conventional spatial
multiplexing MIMO, is achieved in an L.OS environment in
which direct waves dominate by hopping between precoding
weights regularly over time.

In the present embodiment, the structure of the reception
device is as described in Embodiment 1, and in particular
with regards to the structure of the reception device, opera-
tions have been described for a limited number of antennas,
but the present invention may be embodied in the same way
even if the number of antennas increases. In other words, the
number of antennas in the reception device does not affect
the operations or advantageous effects of the present
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embodiment. Furthermore, in the present embodiment, simi-
lar to Embodiment 1, the error correction codes are not
limited.

In the present embodiment, in contrast with Embodiment
1, the method of changing the precoding weights in the time
domain has been described. As described in Embodiment 1,
however, the present invention may be similarly embodied
by changing the precoding weights by using a multi-carrier
transmission method and arranging symbols in the fre-
quency domain and the frequency-time domain. Further-
more, in the present embodiment, symbols other than data
symbols, such as pilot symbols (preamble, unique word, and
the like), symbols for control information, and the like, may
be arranged in the frame in any way.

Embodiment 3

In Embodiment 1 and Embodiment 2, the method of
regularly hopping between precoding weights has been
described for the case where the amplitude of each element
in the precoding weight matrix is equivalent. In the present
embodiment, however, an example that does not satisty this
condition is described.

For the sake of contrast with Embodiment 2, the case of
changing precoding weights over an N-slot period (cycle) is
described. Making the same considerations as in Embodi-
ment 1 and Embodiment 2, processing represented as below
is performed on each symbol number. Let 3 be a positive real
number, and f=1.

For symbol number Ni (where i is an integer greater than or
equal to zero):

Math 86
(zl(Ni) ] Equation 82
2D ) T
1 2911 (ND) ﬁXej(Qll(Ni)+/\) SLND)
W[ﬁXejQZI(Ni) IO (Vi) (sZ(Ni) ]
Here, j is an imaginary unit.
For symbol number Ni+1:
Math 87
(zl(Ni +1) ] Equation 83
2Ni+ 1))~
1 UMD By LN iy 1y
/ﬁz +1 ﬁXEngl (Ni+1) ej(Qn(NHl)M\ﬂi) (SZ(NZ + 1) ]
When generalized, this equation is as follows.
g q
For symbol number Ni+k k=0, 1, ..., N-1):
Math 88
Math 88
(zl(Ni + k) ] Equation 84
2(Ni+h) )~
1 SN g LN N iy )
VB +1 | Bxefauatict)  piarNivoire) (sZ(Ni+k)]
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Furthermore, for symbol number Ni+N-1:

Math 89

Equation 85

ZI(Ni+N = 1)
(zZ(Ni+N—1)]

pIOLLNI+N-1)

1
W[ﬁxeﬂﬂwiw*l)

B x efC11NEN=D+)

IO (NN +A+3)

sLNi+N = 1)
(sZ(Ni+N—1)]

Accordingly, rl and r2 are represented as follows.
For symbol number Ni (where i is an integer greater than or
equal to zero):

Math 90

Equation 86

r2(Ni) v+l
[ eI (ND

Bx 221 (ND

(rl(Ni)]_ 1 (hu(Ni) hlZ(Ni)]
ha1 (ND)  hpa(Ni)

B x XLt

sL(Ni)
( S2ANi) ]

O

Here, j is an imaginary unit.
For symbol number Ni+1:

Math 91

Equation 87

r2(Ni+ 1) VE+1
[ BN D)

B x e tih)

PINi+DY 1 hu(Ni+ 1) hpNi+ D)
( ] (hzl(Ni+1) hzz(Ni+1)]

Bx HOLL MDY

SLNi+ 1)
(sZ(Ni+ D ]

B2 Vit 1)+A+)

When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):

Math 92

Equation 88

Wi+ )

[ oL i+

(rl(Ni+k)]_ 1 (hu(Ni+k) hlz(Ni+k)]
Moy (Ni+k) hp(Ni+k)

B x HELL MY

sL(Ni +k)
(sZ(Ni+k)]

Bx N iy Nirkra+)
When generalized, this equation is as follows.
For symbol number Ni+N-1:

Math 93

Equation 89

FLNi+ N = 1)
(rZ(Ni+N—1)]
1 Bu(Ni+ N —1) hp(Ni+ N —1)
—(hZI(NHN 1) hp(NieN— 1)]

Ny

[ SIALNHN-D g (B (NiN=1)

Bx pIRIINHN=1) (B2 (NiI+N=-1)}+2+6)

(sl(Ni+N—1)]
S2ANi+N = 1)

In this case, it is assumed that only components of direct
waves exist in the channel elements h, (t), h, ,(t), h,,(t), and
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h,, (1), that the amplitude components of the direct waves are
all equal, and that fluctuations do not occur over time. With
these assumptions, Equations 86-89 can be represented as
follows.

For symbol number Ni (where i is an integer greater than or 3
equal to zero):

Math 94
FL(ND) 1 A’ ¢ Equation 90 10
(rZ(Ni)] TR+l [Aejo q]
e o LRI Y )
[ Bx el M) i (i) (sZ(Ni)]
Here, j is an imaginary unit.
For symbol number Ni+1:
Math 95
20
rlVi+1) 1 Al g Equation 91
(rZ(Ni+1)]_ VE+1LLAe® 4
SHMHED g BN vy 1y s
Bx el N1 e (N+1H45) (sZ(Ni +1) ]
When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):
30
Math 96
rl(Ni+ k) 1 Al g Equation 92
(rZ(Ni+k)]_ VA +1 Al g
35
SN g I NN Y -y
Bx el N pjlr) (Nivk)rA46) (SZ(Ni +k) ]
Furthermore, for symbol number Ni+N-1:
40
Math 97
rI(Ni+N - 1) 1 Al g Equation 93
(rZ(NHN—l)]‘ VE+1 A g 4
SHLLINIEN=T) g iy (NiN-1)+)
[ﬁxeml (NIEN=1) o j(Bo1 (NIFN=1)+1+6)
(sl(Ni+N - 1)]
s2(Ni+N - 1) 50

In Equations 90-93, let A be a real number and q be a
complex number. Equations 90-93 can be represented as
follows.

For symbol number Ni (where i is an integer greater than or
equal to zero):

55

Math 98

60

P Equation 94

Ejo

(rl(Ni)]_ 1 it
) Ny (Ae™ @)
[ eI ND

Bx i1 ND

B x HELL VD

( sL(ND) ]
IO i+ N o) 65

Here, j is an imaginary unit.

For symbol number Ni+1:
Math 99
rl(Ni+1) 1 e ) Equation 95
( ]= —| |4 @)
r2(Ni+ 1) \/ﬁe +1 | e
ejQu(NHl) ﬁXej(Qll(NHl)ﬂ\) (Sl(Nl + 1) ]
Bl Nith iy Wirhasd) [ sa(Ni+ 1)
When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):
Math 100
rl(Ni+ k) 1 e ) Equation 96
( . ]:— o [(ae” o)
r2(Ni+ k) Va2 +1 20
SN B LN - )y )
ﬁX Engl (Ni+k) ej(921 (Ni+k)+2A+6) (SZ(NZ + k) ]
Furthermore, for symbol number Ni+N-1:
Math 101
rI(Ni+N-1) 1 e ) Equation 97
( ]= —| |4 o
F2(INi+N-1) \/ﬁ2+1 el

B x HOLLWiN-1+)

oL NHN=1)
IO NiHN=-11246)

B x 2L Nih-D)

sLNi+N = 1)
(sZ(Ni+N—1)]

As a result, when q is represented as follows, one of the
signals s1 and s2 can no longer be obtained.

For symbol number Ni (where i is an integer greater than or
equal to zero):

Math 102
g= i HOLL NI (N _ 4 B (611 (ND=621 (ND)=6) Equation 98
B
For symbol number Ni+1:
Math 103
Equation 99

g= jej(eu(mu)fen(mu)) — ARl NiTD-6 (Ni+1)-0)
B »

When generalized, this equation is as follows.
For symbol number Ni+k k=0, 1, ..., N-1):

Math 104

g= jej(911(Ni+k)—921(Ni+k))’ — A BRI Nih)-62 (Ni+0)-0) Equation 100
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Furthermore, for symbol number Ni+N-1:

Math 105

g= jej(Qu(Ni+N—1)—921(Ni+N—1)) Equation 101

— ABICLL (NitN=1)-6y (NitN-1)-0)

In this case, if q has the same solution in symbol numbers
Ni through Ni+N-1, then since the channel elements of the
direct waves do not greatly fluctuate, excellent reception
quality can no longer be obtained for any of the symbol
numbers. Therefore, it is difficult to achieve the ability to
correct errors, even if error correction codes are introduced.
Accordingly, for q not to have the same solution, the
following condition is necessary from Equations 98-101
when focusing on one of two solutions of q which does not
include 4.

Math 106
Condition #5

S OUWH-02 N0, FOUNH-OU VD for Y Vy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2, N-1;yis 0, 1, 2, . . . , N-2, N-1;
and x=y.)

Next, design requirements for not only 8,, and 6,,, but
also for A and § are described. It suffices to set A to a certain
value; it is then necessary to establish requirements for 0.
The following describes the design method for & when A is
set to zero radians.

In this case, similar to the method of changing the
precoding weights in a four-slot period (cycle), by defining
d so that /2 radians<|dl=m radians, excellent reception
quality is achieved, particularly in an LOS environment.

In each of symbol numbers Ni through Ni+N-1, two
points q exist where reception quality becomes poor, and
therefore 2N such points exist. In an LOS environment, in
order to achieve excellent characteristics, these 2N points
should each have a different solution. In this case, in addition
to Condition #5, considering that { is a positive real number,
and p =1, Condition #6 is necessary.

Math 107
Condition #6

FOUWi)-821N4x)-8)_ J(OUNi+7)-821NF45)-8) 1
Vx, Vy (x=y; x,y=0,1,2, ... ,N-2,N-1)

As described above, when a transmission device transmits
a plurality of modulated signals from a plurality of antennas
in a MIMO system, the advantageous effect of improved
transmission quality, as compared to conventional spatial
multiplexing MIMO system, is achieved in an LOS envi-
ronment in which direct waves dominate by hopping
between precoding weights regularly over time.

In the present embodiment, the structure of the reception
device is as described in Embodiment 1, and in particular
with regards to the structure of the reception device, opera-
tions have been described for a limited number of antennas,
but the present invention may be embodied in the same way
even if the number of antennas increases. In other words, the
number of antennas in the reception device does not affect
the operations or advantageous effects of the present
embodiment. Furthermore, in the present embodiment, simi-
lar to Embodiment 1, the error correction codes are not
limited.

In the present embodiment, in contrast with Embodiment
1, the method of changing the precoding weights in the time
domain has been described. As described in Embodiment 1,
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however, the present invention may be similarly embodied
by changing the precoding weights by using a multi-carrier
transmission method and arranging symbols in the fre-
quency domain and the frequency-time domain. Further-
more, in the present embodiment, symbols other than data
symbols, such as pilot symbols (preamble, unique word, and
the like), symbols for control information, and the like, may
be arranged in the frame in any way.

Embodiment 4

In Embodiment 3, the method of regularly hopping
between precoding weights has been described for the
example of two types of amplitudes for each element in the
precoding weight matrix, 1 and f.

In this case, the following

Math 108

Ny

is ignored.

Next, the example of changing the value of p by slot is
described. For the sake of contrast with Embodiment 3, the
case of changing precoding weights over a 2xN-slot period
(cycle) is described.

Making the same considerations as in Embodiment 1,
Embodiment 2, and Embodiment 3, processing represented
as below is performed on symbol numbers. Let § be a
positive real number, and p=1. Furthermore, let o be a
positive real number, and o=f.

For symbol number 2Ni (where i is an integer greater than
or equal to zero):

Math 109

Equation 102

ZL2Ni)
( Z2(2Ni) ]

2911 2ND)

1
VE+1 [ Bx el N

B x SN

sL2Ni)
( S2(2Ni) ]

I B21 @NiA+E)

Here, j is an imaginary unit.
For symbol number 2Ni+1:

Math 110
(zl(ZNi+ 1)] 1 Equation 103
20N+ D) Vgrl

[ SHALENIHD g IO NI ]( SL2Ni+ 1)]

Bx el iy N | 20N +1)

When generalized, this equation is as follows.

For symbol number 2Ni+k (k=0, 1, ..., N-1):
Math 111
(zl(ZNi +k) ] 1 Equation 104
20N+ )T Vg rl
SN g LN N oy k)
Bx i ONHO e ONHOTII) (52(21\/,'+k) ]



US 9,467,215 B2

43

Furthermore, for symbol number 2Ni+N-1:

Math 112

(zl(ZNi+ N-1) ] Equation 105
DENi+N-1 )~

1 [ pIBLLN+N=1)

Ny

B x IO CNEN-D+)

ﬁxeing QNi+N=1)  pj(By] 2Ni+N-1)+2+6) ]

(sl(ZNi+N -1 ]
S22Ni+ N -1)

For symbol number 2Ni+N (where i is an integer greater
than or equal to zero):

Math 113
(zl(ZNi +N) ] 1 Equation 106
2ONi+N)) Vel
o X JOLL NN

[ IO @NEN)

SL2Ni +N)
X fRLI@NHN) iy NN )\ s2(2Ni + N)

Here, j is an imaginary unit.
For symbol number 2Ni+N+1:

Math 114

Equation 107

(zl(ZNi+N + 1)]
2(2Ni+N +1)

IO NEN+)

1
(2 + 1 | @ xef21CNiTN+D

o X HOLL NN+ SIANi+ N + 1)
SHO NN+ | 20N+ N + 1)

When generalized, this equation is as follows.
For symbol number 2Ni+N+k (k=0, 1, ..., N-1):

Math 115

Equation 108

(zl(ZNHN +k) ]
22(2Ni+ N +k)

a X O AN (51 QNi+N +k) ]

1 pIBLL NN+
[ S2(2Ni+ N + k)

Va2 +1

@ X @IRIONHNTE)  j(0y) QNI+N+kA+6)

Furthermore, for symbol number 2Ni+2N-1:

Math 116
Equation 109
(zl(ZNHZN— 1)] 1
RONi+2N -1 Vaz +1

[ EILONEIN=D o IO @NIH2N=DEY) (sl(ZNi +2N - 1) ]

S20QNi+2N = 1)

021 NIHIN=1)  ,j(By) GNH2N-1)+2+6)

aXe

Accordingly, rl and r2 are represented as follows.

44

For symbol number 2Ni (where i is an integer greater than
or equal to zero):

5 Math 117
Equation 110
(rl(ZNi)] 1 (hu(ZNi) hlz(ZNi)]
F22N)) T B+ 1 Vi QND) hp(2ND)
211 2N ﬁXej(Qll(ZNi)+/\) SLOND)
Bx e 0N 0 ONiA+E) ( sZ(ZNi)]
15

Here, j is an imaginary unit.

For symbol number 2Ni+1:

20 Math 118
Equation 111
(rl(ZNi+ 1)] 1 (hu(ZNi+ 1) hp(2Ni+ 1)]
P22Ni+ 1)) T g 41 \hag(2Ni+ 1) hyp(2Ni+ 1)
25 P11 @NiH]) ﬁXej(Qu(ZNHl)ﬂ\) SI2Ni+ 1)
[ﬁxejgﬂ @2Ni+1) ej(QZI(ZNi+1)+/\+6) ]( SZ(ZNZ + 1)]
30  When generalized, this equation is as follows.

For symbol number 2Ni+k (k=0, 1, ..., N-1):

Math 119
35
Equation 112
(rl(ZNi +k)] 1 (hu(ZNHk) hy2(2Ni + k) ]
P22Ni+ k) ) T N+ 1 \hat QNI+ k) hop(2Ni+ k)
40 SN g QLN Y 1 oy ke
[ﬁ’xejgﬂ (2Ni+k) ej(921(2Ni+k)+/\+6) ]( 52(2[\][4. k) ]
us Furthermore, for symbol number 2Ni+N-1:
Math 120
Equation 113
30 (rl(ZNi+N—1)] 1 (hu(ZNHN—l) hlz(ZNi+N—1)]
P2ONi+N-1)) 7 g+ 1 \hQNi+ N = 1) hp(Ni+N-1)
SIHLONND g piby ONEN-D=0 Y - o pi g v 1)
Bx L ONEN=1)  pioy @NN-D1A+0) (sZ(ZNi +N-1) ]
55

For symbol number 2Ni+N (where i is an integer greater
than or equal to zero):

60
Math 121
Equation 114
r1(2Ni + N) 1 (huQNi+N) hpQNi+N)
( F2(2Ni+ N) ] = ﬁ( Ho QNI+ N) by (2Ni+ N) ]
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EILLENHN) o I GNNI N g oy 1)
@ X @IRIONHN) i@ NN\ 22N + N)

Here, j is an imaginary unit.
For symbol number 2Ni+N+1:

Math 122
Equation 115
(rl(ZNi+N+1)] 1 (hu(ZNi+N+1) hlz(ZNi+N+1)]
r22Ni+N+1) B Voz +1 Vi ONi+ N+ 1) hp(ONi+N+1)

[ SFICNNED o i1 QNN D) ]( SI@Ni+ N +1) ]

@ X IR @NHNEY) Ly @NitN+e) |\ s2(2Ni + N + 1)

When generalized, this equation is as follows.
For symbol number 2Ni+N+k (k=0, 1, ..., N-1):

Math 123
Equation 116
rl2Ni+ N + k) 1 Bt ONi+N +k) hpONi+ N +k)
(rZ(ZNi+N+k) ] B \/m(hzl(ZNHN +k) hzz(ZNi+N+k)]
o X @HOLL NN+

[ LI NN+ (sl(ZNi+N +k)]

s2(2Ni+ N + k)

o X pIRI@NHNE)  j00) NN+ A+6)

For symbol number 2Ni+2N-1:

Math 124
Equation 117
(rl(ZNi+2N—1)] 1 (hu(ZNi+2N—1) hlz(ZNi+2N—1)]
F2Ni+2N = 1)) 7 Vo2 £ L \haiQNi+2N = 1) hpa(2Ni+2N - 1)

a x e/ CLL N+ IN-D+Y (51 @Ni+2N -1) ]

@ x %21 @NI+2N-1) S22Ni+2N - 1)

o911 @Ni+2N-1)
021 QNH+2N=1)+2+6)

In this case, it is assumed that only components of direct
waves exist in the channel elements h (1), h, ,(t), h,, (1), and
h,,(t), that the amplitude components of the direct waves are
all equal, and that fluctuations do not occur over time. With
these assumptions, Equations 110-117 can be represented as
follows.

For symbol number 2Ni (where i is an integer greater than
or equal to zero):

Math 125
Equation 118
rL2ND)
(rZ(ZNi)] -
1 Ae® g NN By FONENID oo
W[Aejo q][ﬁXejQZI(ZNi) J(021 @ND+A+6) (sZ(ZNi)]

Here, j is an imaginary unit.

46

For symbol number 2Ni+1:

Math 126
5
Equation 119
(rl(ZNi)] 1 Aed g
R20ND) T R+ 1 A g
10 PILCNHD) By i NI DY) S20Ni+1)
Bxelf21@NFD it (2Nit1)el+e) ( S2(2Ni + 1) ]

When generalized, this equation is as follows.
For symbol number 2Ni+k (k=0, 1, ..., N-1):

15
Math 127
Equation 120
20 _
(rl(ZNi+k)] 1 (A’ g
F2ONi+k)) VE+1 A 4
SN g LN N oy gy
75 [ﬁxejgﬂ QNI+ j(B) (Ni+H)+A+6) ]( S2(2Ni+ k) ]
Furthermore, for symbol number 2Ni+N-1:
30" Math 128
Equation 121
(rl(ZNi+N—1)] 1 Ael 4
35 \22Ni+N 1) TR+l g

[ SHULNIN-L) g by QRIN-1)+2) ]( SIQNi+N = 1) ]

Bx L CNEN-D iy eNiN-D140) | DONI+ N~ 1)
40 For symbol number 2Ni+N (where 1 is an integer greater
than or equal to zero):

Math 129
45 o )
( rl2Ni+N) ] 1 Ael’ g Equation 122
r2QNi+N)) T oz +1 L A 4
PPUONINY gy s pFOLL NN Y g on sy
< e @BICNHEN) iy NN |\ s2(2NG + N)

Here, j is an imaginary unit.
For symbol number 2Ni+N+1:

55
Math 130
FIQNi+N +1) 1 Ael 4 Equation 123
(rZ(ZNHN + 1)] T Va2l A g
60 LI ONINAD o o JB1 ] QNI+N+1)+A)
[ X @fP21 @NIEN+D) L j(By) @Ni+N+1)+2+8) ]
(sl(ZNi+N +1) ]
S22Ni+ N +1)

65

When generalized, this equation is as follows.
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For symbol number 2Ni+N+k (k=0, 1, ..., N-1):
Math 131
FL2Ni+ N + k) 1 Ael® q Equation 124
(rZ(ZNi+N+k)]= Vaa+1 e 4

o X @521 @Ni+N+)

pIO1L QNN+
IO NHN+)+1+6)

o X @I OLL NN+ ]

(sl(ZNi +N +k)]
s2(2Ni+ N + k)

Furthermore, for symbol number 2Ni+2N-1:

Math 132

(rl(ZNi+2N— 1)] 1 [Aejo q] Equation 125

PRONIHN-1) T Y11 L Ad? g

[ PHLLANHIN=1) o (8| NiH+2N=1140)

o X eIRL@NHIN=1) (B QNIH2N-1)42+6)

(sl(ZNi+2N—1)]
S202Ni+2N = 1)

In Equations 118-125, let A be a real number and q be a
complex number. Equations 118-125 can be represented as
follows.

For symbol number 2Ni (where i is an integer greater than
or equal to zero):

Math 133
(rl(ZNi) ] 1 e Aol Equation 126
PN T VLT P (Ae™ 2)
SULEND o OV Y, 0
BN i@ ONiA) ( S2(2ND) ]

Here, j is an imaginary unit.
For symbol number 2Ni+1:

Math 134
rlNi+ 1) 1 Ea ) Equation 127
( ]= —| . |4 @
PN+ 1) T g A1 e

pI811 @Ni+1)
[ pJG1Nire) | 2(2Ni + 1)

B x 11N ]( S12Ni+1) ]

B x 21 @Ni+])

When generalized, this equation is as follows.
For symbol number 2Ni+k (k=0, 1, . . ., N-1):

Math 135
rl(2Ni+ k) 1 0 ) Equation 128
( ] == ,[(2" o
r22Ni+ k) V1 e

[ PPLLONIH) g ey ONiH)H) ]( 51(2Ni+k)]

BN ity Nk | 22N+ k)
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Furthermore, for symbol number 2Ni+N-1:

Math 136
rIQNi+N - 1) 1 e ) Equation 129
( ] == 4" D
r2Q2Ni+N-1) Vpre1 e

i1 @NI+N-1)
I B2 NHN=112+6)

B x HELICNIHN-111) ]

B x et NEN-D)

10
(51(2Ni+N—1)]
S2Q2Ni+N 1)
For symbol number 2Ni+N (where i is an integer greater
15 than or equal to zero):
Math 137
20 (rl@Ni+N) 1 Ea o Equation 130
= — Ae:
(rZ(ZNHN)] Vet len [ O
PPIONINY gy s pFOLLNENID Y g oni 4 oy
X L CNIHN) () @NI+N)+A+6) (52(21\/,- +N) ]
25
Here, j is an imaginary unit.
For symbol number 2Ni+N+1:
30 Math 138
FIQNi+N +1) 1 0 ) Equation 131
( ] = |1
r22Ni+ N +1) Vaz+1 L ef®
35 PIOLLONINAL) o (61 GNi+N+L1)
a X @ff21 @NIHN+1) o j(B | 2Ni+N+1)+A+6)
(sl(ZNi+N + 1)]
s22Ni+ N + 1)
40

When generalized, this equation is as follows.
For symbol number 2Ni+N+k (k=0, 1, ..., N-1):

Math 139
45
rl@Ni+ N +k) 1 Ea o Equation 132
= — Ae
(rZ(ZNi+N+k)] T len A9 D
PILL@NINAR) o o011 NHN+IEN)
50 [ @ X @21 QNIENTE) (B2 QNI N+O+A+3) ]
(sl(ZNi+N +k)]
S202Ni+ N + k)
s Furthermore, for symbol number 2Ni+2N-1:
Math 140
(rl @@Ni+2N - 1) ] 1 & o Equation 133
= Ae
0 Looniron—1) = Vol e | 7)
PILLONIHIN=I) o oj(1 | N+IN=114)
[ a X @21 @NI+2N=1)  ,j(B3] 2Ni+2N=1)+A+0)
65 (sl(ZNi+2N—1)]
S22Ni+2N - 1)
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As a result, when q is represented as follows, one of the
signals s1 and s2 can no longer be obtained.

For symbol number 2Ni (where i is an integer greater than
or equal to zero):

Math 141

g=- é PHO1ICND82 BN | _ 4 2§01 (2Ni)=8 (2ND)-6) Equation 134
3 »

For symbol number 2Ni+1:

Math 142

g=- éej(Qll(ZNHl)—QZI @NiD) | _ 4 Bpi®1) @Ni+1)=0; (2Ni+1)-6) Equation 135
When generalized, this equation is as follows.
For symbol number 2Ni+k (k=0, 1, . . ., N-1):

Math 143

g=- é I OLLNiH)=001 RN | _ g ppJ(O11 (2Ni+h)=8) (2Nivk)=0) Equation 136

Furthermore, for symbol number 2Ni+N-1:

Math 144

g=- é 0L @NIN=1)=63] CNi+N~-1) Equation 137

— A BeiCL1NIN=1)-8y GNi+N-1)-0)

For symbol number 2Ni+N (where i is an integer greater
than or equal to zero):

Math 145

A IO NN -3 QNN Equation 138
[e2

— Aqe/®11@NHN)=851 Ni+N)=6)

g=

For symbol number 2Ni+N+1:

Math 146

A HO1I QNN+ 1=8; CNi+N+D) Equation 139
[e2

— AqeCLL@NHN+=82 QNi+N-+1)-6)

g=

When generalized, this equation is as follows.
For symbol number 2Ni+N+k (k=0, 1, ..., N-1):

Math 147

A 011 ONIN+)~831 QNi+N+£) Equation 140

[e2

g=

— Ao OLL@NHN+HO=02 QNi+N-+)-6)
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Furthermore, for symbol number 2Ni+2N-1:

Math 148

g=- éej(Qll(ZNHZN—l)—QZI (2Ni+2N-1)) Equation 141
> )

_ Aqe €11 NH2N=1)=85 QNi+2N-1)-6)

In this case, if q has the same solution in symbol numbers
2Ni through 2Ni+N-1, then since the channel elements of
the direct waves do not greatly fluctuate, excellent reception
quality can no longer be obtained for any of the symbol
numbers. Therefore, it is difficult to achieve the ability to
correct errors, even if error correction codes are introduced.
Accordingly, for q not to have the same solution, Condition
#7 or Condition #8 becomes necessary from Equations
134-141 and from the fact that o= when focusing on one
of two solutions of q which does not include 8.

Math 149
Condition #7

FOUONI)-82(ANi)_ fO1I@Nixy)»-821 Vi)
Y, Vy (x=y; x,3=0,1,2, ... ,N-2,N-1)

xis0,1,2,... ,N-2, N-1;yis 0, 1, 2, . . . , N=-2, N-1;
and x=y.)

and

S OUNIN )-8 [ONi+N+), (/@1 Ni+N17)-8 INi+N+3))
for Vx,Vy (x=y; x,3=0,1,2, . . . ,N-2,N-1)

xis0,1,2,... ,N-2, N-1;yis 0, 1, 2, . . . , N=-2, N-1;
and x=y.)

Math 150

Condition #8

S OLONG+0)-82I(ONi0))_ /(O11 ONit3)-821 ONi+9)) £
Y, Vy (x=y; x,3=0,1,2, ... ,N-2,N-1)

In this case, Condition #8 is similar to the conditions
described in Embodiment 1 through Embodiment 3. How-
ever, with regards to Condition #7, since a=f, the solution
not including 8 among the two solutions of q is a different
solution.

Next, design requirements for not only 0,, and 0,,, but
also for A and 9 are described. It suffices to set A to a certain
value; it is then necessary to establish requirements for 0.
The following describes the design method for d when A is
set to zero radians.

In this case, similar to the method of changing the
precoding weights in a four-slot period (cycle), by defining
d so that m/2 radians<|dl=m radians, excellent reception
quality is achieved, particularly in an LOS environment.

In symbol numbers 2Ni through 2Ni+2N-1, two points q
exist where reception quality becomes poor, and therefore
4N such points exist. In an LOS environment, in order to
achieve excellent characteristics, these 4N points should
each have a different solution. In this case, focusing on
amplitude, the following condition is necessary for Condi-
tion #7 or Condition #8, since a=f.

Math 151

- 1 Condition #9
@t =
B

As described above, when a transmission device transmits
a plurality of modulated signals from a plurality of antennas
in a MIMO system, the advantageous effect of improved
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transmission quality, as compared to conventional spatial
multiplexing MIMO system, is achieved in an LOS envi-
ronment in which direct waves dominate by hopping
between precoding weights regularly over time.

In the present embodiment, the structure of the reception
device is as described in Embodiment 1, and in particular
with regards to the structure of the reception device, opera-
tions have been described for a limited number of antennas,
but the present invention may be embodied in the same way
even if the number of antennas increases. In other words, the
number of antennas in the reception device does not affect
the operations or advantageous effects of the present
embodiment. Furthermore, in the present embodiment, simi-
lar to Embodiment 1, the error correction codes are not
limited.

In the present embodiment, in contrast with Embodiment
1, the method of changing the precoding weights in the time
domain has been described. As described in Embodiment 1,
however, the present invention may be similarly embodied
by changing the precoding weights by using a multi-carrier
transmission method and arranging symbols in the fre-
quency domain and the frequency-time domain. Further-
more, in the present embodiment, symbols other than data
symbols, such as pilot symbols (preamble, unique word, and
the like), symbols for control information, and the like, may
be arranged in the frame in any way.

Embodiment 5

In Embodiment 1 through Embodiment 4, the method of
regularly hopping between precoding weights has been
described. In the present embodiment, a modification of this
method is described.

In Embodiment 1 through Embodiment 4, the method of
regularly hopping between precoding weights as in FIG. 6
has been described. In the present embodiment, a method of
regularly hopping between precoding weights that differs
from FIG. 6 is described.

As in FIG. 6, this method hops between four different
precoding weights (matrices). FIG. 22 shows the hopping
method that differs from FIG. 6. In FIG. 22, four different
precoding weights (matrices) are represented as W1, W2,
W3, and W4. (For example, W1 is the precoding weight
(matrix) in Equation 37, W2 is the precoding weight (ma-
trix) in Equation 38, W3 is the precoding weight (matrix) in
Equation 39, and W4 is the precoding weight (matrix) in
Equation 40.) In FIG. 3, elements that operate in a similar
way to FIG. 3 and FIG. 6 bear the same reference signs.

The parts unique to FIG. 22 are as follows.

The first period (cycle) 2201, the second period (cycle)
2202, the third period (cycle) 2203, . . . are all four-slot
periods (cycles).

A different precoding weight matrix is used in each of the
four slots, i.e. W1, W2, W3, and W4 are each used once.

It is not necessary for W1, W2, W3, and W4 to be in the
same order in the first period (cycle) 2201, the second period
(cycle) 2202, the third period (cycle) 2203, . . ..

In order to implement this method, a precoding weight
generating unit 2200 receives, as an input, a signal regarding
a weighting method and outputs information 2210 regarding
precoding weights in order for each period (cycle). The
weighting unit 600 receives, as inputs, this information,
s1(t), and s2(t), performs weighting, and outputs z1(t) and
72(1).

FIG. 23 shows a different weighting method than FIG. 22
for the above precoding method. In FIG. 23, the difference
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from FIG. 22 is that a similar method to FIG. 22 is achieved
by providing a reordering unit after the weighting unit and
by reordering signals.

In FIG. 23, the precoding weight generating unit 2200
receives, as an input, information 315 regarding a weighting
method and outputs information 2210 on precoding weights
in the order of precoding weights W1, W2, W3, W4, W1,
W2, W3, W4, . ... Accordingly, the weighting unit 600 uses
the precoding weights in the order of precoding weights W1,
W2, W3, W4, W1, W2, W3, W4, . . . and outputs precoded
signals 2300A and 2300B.

A reordering unit 2300 receives, as inputs, the precoded
signals 2300A and 2300B, reorders the precoded signals
2300A and 2300B in the order of the first period (cycle)
2201, the second period (cycle) 2202, and the third period
(cycle) 2203 in FIG. 23, and outputs z1(t) and Z2(t).

Note that in the above description, the period (cycle) for
hopping between precoding weights has been described as
having four slots for the sake of comparison with FIG. 6. As
in Embodiment 1 through Embodiment 4, however, the
present invention may be similarly embodied with a period
(cycle) having other than four slots.

Furthermore, in Embodiment 1 through Embodiment 4,
and in the above precoding method, within the period
(cycle), the value of d and f has been described as being the
same for each slot, but the value of 8 and § may change in
each slot.

As described above, when a transmission device transmits
a plurality of modulated signals from a plurality of antennas
in a MIMO system, the advantageous effect of improved
transmission quality, as compared to conventional spatial
multiplexing MIMO system, is achieved in an LOS envi-
ronment in which direct waves dominate by hopping
between precoding weights regularly over time.

In the present embodiment, the structure of the reception
device is as described in Embodiment 1, and in particular
with regards to the structure of the reception device, opera-
tions have been described for a limited number of antennas,
but the present invention may be embodied in the same way
even if the number of antennas increases. In other words, the
number of antennas in the reception device does not affect
the operations or advantageous effects of the present
embodiment. Furthermore, in the present embodiment, simi-
lar to Embodiment 1, the error correction codes are not
limited.

In the present embodiment, in contrast with Embodiment
1, the method of changing the precoding weights in the time
domain has been described. As described in Embodiment 1,
however, the present invention may be similarly embodied
by changing the precoding weights by using a multi-carrier
transmission method and arranging symbols in the fre-
quency domain and the frequency-time domain. Further-
more, in the present embodiment, symbols other than data
symbols, such as pilot symbols (preamble, unique word, and
the like), symbols for control information, and the like, may
be arranged in the frame in any way.

Embodiment 6

In Embodiments 1-4, a method for regularly hopping
between precoding weights has been described. In the pres-
ent embodiment, a method for regularly hopping between
precoding weights is again described, including the content
that has been described in Embodiments 1-4.

First, out of consideration of an LOS environment, a
method of designing a precoding matrix is described for a
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2x2 spatial multiplexing MIMO system that adopts precod-
ing in which feedback from a communication partner is not
available.

FIG. 30 shows a model of a 2x2 spatial multiplexing
MIMO system that adopts precoding in which feedback
from a communication partner is not available. An informa-
tion vector z is encoded and interleaved. As output of the
interleaving, an encoded bit vector u(p)=(u,(p), u,(p)) is
acquired (where p is the slot time). Let u,(p)=(v;;(p), - . . ,
u,(p)) (where h is the number of transmission bits per
symbol). Letting a signal after modulation (mapping) be
s(p)=(s1(p), s2(p))” and a precoding matrix be F(p), a
precoded symbol x(p)=(x,(p), X,(p))” is represented by the
following equation.

Math 152

X~ @) XN T=F(p)s(p)

Accordingly, letting a received vector be y(p)=(v,(p),
yo(p))7, the received vector y(p) is represented by the
following equation.

Math 153

Equation 142

Y01 @)@ =HP)F (p)s(p)+n(p)

In this Equation, H(p) is the channel matrix, n(p)=(n,(p),
n,(p))¥ is the noise vector, and n,(p) is the ii.d. complex
Gaussian random noise with an average value 0 and variance
o°. Letting the Rician factor be K, the above equation can be
represented as follows.

Equation 143

Math 154

¥(p)=1(p), y2(p))” Equation 144

_ K 1
= X+l Ha(p) + X+l Hs(p)

In this equation, H_(p) is the channel matrix for the direct
wave components, and H.(p) is the channel matrix for the
scattered wave components. Accordingly, the channel
matrix H(p) is represented as follows.

F(p)s(p)+n(p)

Math 155

| K [ 1
H(p)= K+1Hd(p)+ K+1Hx(p)

K (hll,d hlz,d]+
K+1

Equation 145

Mg haa

1 (hu,x(P) hlZ,x(p)]
K+1 \hao(p) hans(p)

In Equation 145, it is assumed that the direct wave
environment is uniquely determined by the positional rela-
tionship between transmitters, and that the channel matrix
H(p) for the direct wave components does not fluctuate
with time. Furthermore, in the channel matrix H(p) for the
direct wave components, it is assumed that as compared to
the interval between transmitting antennas, the probability
of an environment with a sufficiently long distance between
transmission and reception devices is high, and therefore
that the channel matrix for the direct wave components can
be treated as a non-singular matrix. Accordingly, the channel
matrix H,(p) is represented as follows.
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Math 156
Mig hiog Equation 146
(YW h22,d]
Al q
B [AEW 4]

In this equation, let A be a positive real number and q be
a complex number. Subsequently, out of consideration of an
LOS environment, a method of designing a precoding
matrix is described for a 2x2 spatial multiplexing MIMO
system that adopts precoding in which feedback from a
communication partner is not available.

From Equations 144 and 145, it is difficult to seek a
precoding matrix without appropriate feedback in conditions
including scattered waves, since it is difficult to perform
analysis under conditions including scattered waves. Addi-
tionally, in a NLOS environment, little degradation in recep-
tion quality of data occurs as compared to an LOS environ-
ment. Therefore, the following describes a method of
designing precoding matrices without appropriate feedback
in an LOS environment (precoding matrices for a precoding
method that hops between precoding matrices over time).

As described above, since it is difficult to perform analysis
under conditions including scattered waves, an appropriate
precoding matrix for a channel matrix including components
of only direct waves is sought from Equations 144 and 145.
Therefore, in Equation 144, the case when the channel
matrix includes components of only direct waves is consid-
ered. It follows that from Equation 146, Equation 144 can be
represented as follows.

Hy(p) =(

Math 157

(yl (p) Equation 147

] = Hy(p)F(p)s(p) + n(p)
y2(p)

Ael? q
| At q
In this equation, a unitary matrix is used as the precoding

matrix. Accordingly, the precoding matrix is represented as
follows.

]F(p)S(p) +n(p)

Math 158

2I%11(P)

1
Va2 +1 | axefu®

a x 1P+ Equation 148

F(p)=
) 21 (prA+m)

In this equation, A is a fixed value. Therefore, Equation
147 can be represented as follows.

Math 159
yi(p) 1 Ael g Equation 149
(yz(p)]_ Vaz+1 | Ae" ¢
211 a x &1 (P s1(p)
o . +n(p)
axelf21?)  piO(pyA+m) s2(p)

As is clear from Equation 149, when the reception device
performs linear operation of Zero Forcing (ZF) or the
Minimum Mean Squared Error (MMSE), the transmitted bit
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cannot be determined by s1(p), s2(p). Therefore, the iterative
APP (or iterative Max-log APP) or APP (or Max-log APP)
described in Embodiment 1 is performed (hereafter referred
to as Maximum Likelihood (ML) calculation), the log-
likelihood ratio of each bit transmitted in s1(p), s2(p) is
sought, and decoding with error correction codes is per-
formed. Accordingly, the following describes a method of
designing a precoding matrix without appropriate feedback
in an LOS environment for a reception device that performs
ML calculation.

The precoding in Equation 149 is considered. The right-
hand side and left-hand side of the first line are multiplied by
e”¥, and similarly the right-hand side and left-hand side of
the second line are multiplied by e¥¥. The following equa-
tion represents the result.

Math 160
[ e yi(p) ]
e y(p)
211

L (A g
[ P
Va2 +1 A& g | axe/n®

Equation 150

a x &1 (P ]

I B21 (P
(sl(p) ] +n(p)} _ 1 Ae e g
s2(p) Var+1 | A&l e ¥ 4

J911(P) 1
. (1) cne

axef2n® s2(p)

a x e/ (P

O21(P)A+m)

ey (p), ey, (p), and e¥¥q are respectively redefined
as y,(p), ¥»(p), and q. Furthermore, since €¥*n(p)=(e¥*n,
®), e7¥n,(p))%, and e¥*n,(p), €/ *n,(p) are the indepen-
dent identically distributed (i.i.d.) complex Gaussian ran-
dom noise with an average value 0 and variance o2, e7*n(p)
is redefined as n(p). As a result, generality is not lost by
restating Equation 150 as Equation 151.

Math 161

Equation 151

(sl(p) ] nip)
2y )P

Next, Equation 151 is transformed into Equation 152 for
the sake of clarity.

(yl(p)]_ 1 (4 g
2P Va1 LA g
[ 11

a x ef®21®)

a x fPL P+

i B2 (P

Math 162

Equation 152

(sl(p) ] nip)
2y )P

In this case, letting the minimum Fuclidian distance
between a received signal point and a received candidate
signal point be d,,,% then a poor point has a minimum value
of zero for d

(yl(m ] L (¢ (Ae g)
120 Va2l e 1
[ 21 a % /11 (PHY

axef21?) i1 (PyrA+m)

and two values of q exist at which
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conditions are poor in that all of the bits transmitted by s1(p)
and all of the bits transmitted by s2(p) being eliminated.
In Equation 152, when s1(p) does not exist.

Math 163

4=~ é@j(gll(p)’gﬂ o) Equation 153

[e2

In Equation 152, when s2(p) does not exist.
Math 164

g=—A0 U021~ Equation 154

(Hereinafter, the values of q satisfying Equations 153 and
154 are respectively referred to as “poor reception points for
s1 and s27).

When Equation 153 is satisfied, since all of the bits
transmitted by s1(p) are eliminated, the received log-likeli-
hood ratio cannot be sought for any of the bits transmitted
by s1(p). When Equation 154 is satisfied, since all of the bits
transmitted by s2(p) are eliminated, the received log-likeli-
hood ratio cannot be sought for any of the bits transmitted
by s2(p).

A broadcast/multicast transmission system that does not
change the precoding matrix is now considered. In this case,
a system model is considered in which a base station
transmits modulated signals using a precoding method that
does not hop between precoding matrices, and a plurality of
terminals (F terminals) receive the modulated signals trans-
mitted by the base station.

It is considered that the conditions of direct waves
between the base station and the terminals change little over
time. Therefore, from Equations 153 and 154, for a terminal
that is in a position fitting the conditions of Equation 155 or
Equation 156 and that is in an LOS environment where the
Rician factor is large, the possibility of degradation in the
reception quality of data exists. Accordingly, to resolve this
problem, it is necessary to change the precoding matrix over
time.

Math 165

g~-— éej(ﬁl(p)—en [eo)] Equation 155
a

Math 166

g—A e/ CUE)-021@)-) Equation 156

A method of regularly hopping between precoding matri-
ces over a time period (cycle) with N slots (hereinafter
referred to as a precoding hopping method) is considered.

Since there are N slots in the time period (cycle), N
varieties of precoding matrices F[i] based on Equation 148
are prepared (i=0, 1, . . ., N-1). In this case, the precoding
matrices F[i] are represented as follows.

Math 167

L i1l

a x fCL i+ Equation 157

Fli] = -
I 110

In this equation, let a not change over time, and let A also
not change over time (though change over time may be
allowed).

As in Embodiment 1, F[i] is the precoding matrix used to
obtain a precoded signal x (p=Nxk+i) in Equation 142 for
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time Nxk+i (where k is an integer equal to or greater than 0,
and i=0, 1, . . ., N=1). The same is true below as well.

At this point, based on Equations 153 and 154, design
conditions such as the following are important for the
precoding matrices for precoding hopping.

Math 168
Condition #10

& OUDT-BUED L JOUDT-OUBD for Yy, Wy

(v=y; x,y=0,1, ... ,N-1)

Math 169
Condition #11

Equation 158

FOULT-OET- FOUBT-OUBT= for Wy Vy

(=y; x,y=0,1, ... ,N-1) Equation 159

From Condition #10, in all of the I" terminals, there is one
slot or less having poor reception points for s1 among the N
slots in a time period (cycle). Accordingly, the log-likeli-
hood ratio for bits transmitted by s1 (p) can be obtained for
at least N-1 slots. Similarly, from Condition #11, in all of the
I" terminals, there is one slot or less having poor reception
points for s2 among the N slots in a time period (cycle).
Accordingly, the log-likelihood ratio for bits transmitted by
s2(p) can be obtained for at least N-1 slots.

In this way, by providing the precoding matrix design
model of Condition #10 and Condition #11, the number of
bits for which the log-likelihood ratio is obtained among the
bits transmitted by s1 (p), and the number of bits for which
the log-likelihood ratio is obtained among the bits transmit-
ted by s2(p) is guaranteed to be equal to or greater than a
fixed number in all of the F terminals. Therefore, in all of the
I" terminals, it is considered that degradation of data recep-
tion quality is moderated in an LOS environment where the
Rician factor is large.

The following shows an example of a precoding matrix in
the precoding hopping method.

The probability density distribution of the phase of a
direct wave can be considered to be evenly distributed over
[0 2xt]. Therefore, the probability density distribution of the
phase of q in Equations 151 and 152 can also be considered
to be evenly distributed over [0 2m]. Accordingly, the
following is established as a condition for providing fair data
reception quality insofar as possible for I' terminals in the
same L.OS environment in which only the phase of q differs.
Condition #12

When using a precoding hopping method with an N-slot
time period (cycle), among the N slots in the time period
(cycle), the poor reception points for s1 are arranged to have
an even distribution in terms of phase, and the poor recep-
tion points for s2 are arranged to have an even distribution
in terms of phase.

The following describes an example of a precoding matrix
in the precoding hopping method based on Condition #10
through Condition #12. Let a=1.0 in the precoding matrix in
Equation 157.

EXAMPLE #5

Let the number of slots N in the time period (cycle) be 8.
In order to satisfy Condition #10 through Condition #12,
precoding matrices for a precoding hopping method with an
N=8 time period (cycle) are provided as in the following
equation.

Math 170

Ejo

1 e’
f[ T el ]

Equation 160
Fli] =

58
Here, j is an imaginary unit, and i=0, 1, . . . , 7. Instead
of Equation 160, Equation 161 may be provided (where A
and 0, [i] do not change over time (though change may be
allowed)).

Math 171

o1l ef O+ Equation 161

1

V2 el’(ﬁl[f’ﬁ%) el’(gulih%rﬂ“')

10 Fli =

Accordingly, the poor reception points for s1 and s2

become as in FIGS. 31A and 31B. (In FIGS. 31A and 31B,

5 the horizontal axis is the real axis, and the vertical axis is the

imaginary axis.) Instead of Equations 160 and 161, Equa-

tions 162 and 163 may be provided (where i=0, 1, ..., 7,

and where A and 0,,[i] do not change over time (though
change may be allowed)).

—

20
Math 172
. &0 £/ Equation 162
25 Fil= ﬁ[ej(—%) ej(—%)]
30 Math 173
. . Sl G Equation 163
Flil = f[ SHeni-) el’@u[t’]*%*“”)]
35

Next, the following is established as a condition, different
from Condition #12, for providing fair data reception quality
insofar as possible for I' terminals in the same LOS envi-
ronment in which only the phase of q differs.

40 Condition #13

When using a precoding hopping method with an N-slot
time period (cycle), in addition to the condition
Math 174

&/OUIXI-021 1D /P11 ]-8211]-70) £, YV, Vy
N1

the poor reception points for s1 and the poor reception points
for s2 are arranged to be in an even distribution with respect
to phase in the N slots in the time period (cycle).

The following describes an example of a precoding matrix
in the precoding hopping method based on Condition #10,
Condition #11, and Condition #13. Let a=1.0 in the pre-
coding matrix in Equation 157.

45 (xy=0,1, . . Equation 164

EXAMPLE #6
55
Let the number of slots N in the time period (cycle) be 4.
Precoding matrices for a precoding hopping method with an
N=4 time period (cycle) are provided as in the following

equation.
60
Math 175
1 P P Equation 165
65 Flil=—| ;
V2| i Qi)
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Here, j is an imaginary unit, and i=0, 1, 2, 3. Instead of
Equation 165, Equation 166 may be provided (where A and
0,,[i] do not change over time (though change may be
allowed)).

Math 176

1 el f 011+ Equation 166

= V2 | plonnbie ) pilerstie feasn)

Accordingly, the poor reception points for s1 and s2
become as in FIG. 32. (In FIG. 32, the horizontal axis is the
real axis, and the vertical axis is the imaginary axis.) Instead
of Equations 165 and 166, Equations 167 and 168 may be
provided (where =0, 1, 2, 3, and where A and 0, ,[i] do not
change over time (though change may be allowed)).

Math 177
1 ef0 oJ° Equation 167
Flil= — ; ;
V2 [ef(—% ej(——%w)]
Math 178
1 o1l PUGTRUA] Equation 168
Flil=— in in
V2 | peui-5)  piern -5 +34a)

Next, a precoding hopping method using a non-unitary
matrix is described.

Based on Equation 148, the precoding matrices presently
under consideration are represented as follows.

Math 179

PSP gy I Equation 169

Flp)= —— . .
r \/wz +1 Laxel21®)  pilty(p)+a+d)

Equations corresponding to Equations 151 and 152 are
represented as follows.

Math 180
(M(P) ] 1 Aef g Equation 170
»(p)) Jar+1| A’ g

eI o x ef@1 (P sl(p)
(p)

. ; +n
axef21P) it PrArd) | 52(p)

Math 181
(yl(m ] 1 (e
y2p)) oz sl e
21 a % /11 (PHY sl(p)
n(p)

) Equation 171
]( ae’ q)

axel21?) i (PA+S) s2(p)

In this case, there are two q at which the minimum value
d,,,,> of the Euclidian distance between a received signal

point and a received candidate signal point is zero.

60

In Equation 171, when s1(p) does not exist:

Math 182

g=- A o611 (-0 () Equation 172

[e2

In Equation 171, when s2(p) does not exist:
10 Math 183
g=—Ae OLE 821D Equation 173

In the precoding hopping method for an N-slot time
period (cycle), by referring to Equation 169, N varieties of

15
the precoding matrix F[i] are represented as follows.
Math 184
20 1110 611 1+) ‘
) 1 il axelnl Equation 174
Flll = ===\ L xoimll  piom e
5 In this equation, let a and d not change over time. At this
point, based on Equations 34 and 35, design conditions such
as the following are provided for the precoding matrices for
precoding hopping.
Math 185
30 Condition #14
&/@UIXI-021 1D /O1YT-02117D g5 YV, Vy
(x=y; x,y=0,1, ... ,N-1) Equation 175
Math 186

35 Condition #15

SOULT-OET-D, JONBI-OABTS) for Vi Wy
(x=y; x,y=0,1, ... ,N-1) Equation 176

20 EXAMPLE #7

Let a=1.0 in the precoding matrix in Equation 174. Let
the number of slots N in the time period (cycle) be 16. In
order to satisty Condition #12, Condition #14, and Condi-

45 tion #15, precoding matrices for a precoding hopping
method with an N=16 time period (cycle) are provided as in
the following equations.

Fori=0,1,...,7:
50
Math 187
. 20 20 Equation 177
Flij=—| i
ﬁ[@jj{ gj(471r+7§r)]
55
Fori=8, 9, ..., 15:
60 Math 188
1 ej% ej(%ﬂsif) Equation 178
Flil= —
V2| g0 o0
65

Furthermore, a precoding matrix that differs from Equa-
tions 177 and 178 can be provided as follows.
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Fori=0,1,...,7:
Math 189
1 PNyl PUGTIUL) Equation 179
Flil= — ; ;
\/T[ei(gulihf) 81(911[i]+f+“78”)]
Fori=8, 9, ..., 15:
Math 190
1 ej(gu[;]g;ﬁ) ej(gu[‘-]ggﬂﬂsﬂ) Equation 180
Flil = —
V2| el SO

Accordingly, the poor reception points for s1 and s2
become as in FIGS. 33A and 33B.

(In FIGS. 33A and 33B, the horizontal axis is the real axis,
and the vertical axis is the imaginary axis.) Instead of
Equations 177 and 178, and Equations 179 and 180, pre-
coding matrices may be provided as below.

Fori=0,1,...,7:
Math 191
1 e e Equation 181
Flil= —| ‘_
vz [M?) ef(Hﬂ)]
For 1:85 95 e 15:
Math 192
T 1 ej(*%’r) el’(*%ﬂgﬁ) Equation 182
| = —
V2 /0 e
or
Fori=0,1,...,7:
Math 193
L P JRERUEY Equation 183
Fi] = —— ‘_ ‘_
\/E[ei(%lilf{) ej(eu[;]fﬂs”)]
Fori=8,9, ..., 15:
Math 194

1 [ej(gu[‘-]i;f) ej(gu[;]zfﬂﬂsﬂ)] Equation 184
Flil =

T2 pul £HEL D

(In Equations 177-184, 7n/8 may be changed to -77/8.)

Next, the following is established as a condition, different
from Condition #12, for providing fair data reception quality
insofar as possible for I' terminals in the same LOS envi-
ronment in which only the phase of q differs.
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Condition #16
When using a precoding hopping method with an N-slot
time period (cycle), the following condition is set:
Math 195

SOULT-OUED, JOUBT-OLTD for Vi Vy
.. N-1)

and the poor reception points for s1 and the poor reception
points for s2 are arranged to be in an even distribution with
respect to phase in the N slots in the time period (cycle).

The following describes an example of a precoding matrix
in the precoding hopping method based on Condition #14,
Condition #15, and Condition #16. Let a=1.0 in the pre-
coding matrix in Equation 174.

(x,y=0,1, . Equation 185

EXAMPLE #8

Let the number of slots N in the time period (cycle) be 8.
Precoding matrices for a precoding hopping method with an
N=8 time period (cycle) are provided as in the following
equation.

Math 196
1 P &0 Equation 186
Fll=—| & a7
\/T[eh el(4+7s)]
Here, i=0, 1, . .., 7.
Furthermore, a precoding matrix that differs from Equa-
tion 186 can be provided as follows (where i=0, 1, .. ., 7,

and where A and 6,,[i] do not change over time (though
change may be allowed)).

Math 197

o1l i1 l+A) Equation 187

1
= V2 | pilutv ) ileu e o)

Accordingly, the poor reception points for s1 and s2
become as in FIG. 34. Instead of Equations 186 and 187,
precoding matrices may be provided as follows (where i=0,
1, ..., 7, and where A and 0,,[i] do not change over time
(though change may be allowed)).

Math 198
1 20 oJ° Equation 188
Fll=—| :
V2 [eM) ez(H”)]
or
Math 199
) o1l PO Equation 189
Flil= — ; ;
\/7[81(911[1']1) 81(911[1']*'4&“'78!) ]

(In Equations 186-189, 7/8 may be changed to -77/8.)

Next, in the precoding matrix of Equation 174, a precod-
ing hopping method that differs from Example #7 and
Example #8 by letting a=1, and by taking into consideration
the distance in the complex plane between poor reception
points, is examined.
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In this case, the precoding hopping method for an N-slot
time period (cycle) of Equation 174 is used, and from
Condition #14, in all of the T terminals, there is one slot or
less having poor reception points for s1 among the N slots
in a time period (cycle). Accordingly, the log-likelihood
ratio for bits transmitted by s1(p) can be obtained for at least
N-1 slots. Similarly, from Condition #15, in all of the I’
terminals, there is one slot or less having poor reception
points for s2 among the N slots in a time period (cycle).
Accordingly, the log-likelihood ratio for bits transmitted by
s2(p) can be obtained for at least N-1 slots.

Therefore, it is clear that a larger value for N in the N-slot
time period (cycle) increases the number of slots in which
the log-likelihood ratio can be obtained.

Incidentally, since the influence of scattered wave com-
ponents is also present in an actual channel model, it is
considered that when the number of slots N in the time
period (cycle) is fixed, there is a possibility of improved data
reception quality if the minimum distance in the complex
plane between poor reception points is as large as possible.
Accordingly, in the context of Example #7 and Example #8,
precoding hopping methods in which a=1 and which
improve on Example #7 and Example #8 are considered.
The precoding method that improves on Example #8 is
easier to understand and is therefore described first.

EXAMPLE #9

From Equation 186, the precoding matrices in an N=8
time period (cycle) precoding hopping method that improves
on Example #8 are provided in the following equation.

Math 200

1 &f° axe Equation 190
Fli] = ——— ) )
[i] /012 i1 [wxej“f ej(%rﬂsir) ]
Here, i=0, 1, . . ., 7. Furthermore, precoding matrices that
differ from Equation 190 can be provided as follows (where
i=0, 1, ..., 7, and where A and 6,,[i] do not change over

time (though change may be allowed)).

Math 201
1 Pyl a X efO i Equation 190
Fli] == —— . .
a2 + 1 | g xelrliy) el’(gllli]*%*“%r)
or
Math 202
Equation 192
1 0 axel
Fli] = . o
Va2 1 | axel 1) L7+5)
or
Math 203
Equation 193
1 Pl a x /Pl
Fli = N do i T
Va2 +1 | g xeOuilil=F) pionli-F++y)
or
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Math 204

Equation 194

1 Ea axe
Fli] = ; ;
Var+1 | axelt o5
or
Math 205
Equation 195
. i1l o x /@1
Fli = I (g iy TT
Va2 +1 | g xeluilitg) piloulil+ga-)
or
Math 206
Equation 196
1 Ea axe
Fli] = ; ;
Vo +1 | axeld) oA-F-%)
or
Math 207
Equation 197
. i1l o x /@1
Fli = I (g i _TT
Va2 +1 | g xeluili-g) Giltull-F+-7)

Therefore, the poor reception points for s1 and s2 are
represented as in FIG. 35A when 0<1.0 and as in FIG. 35B
when a>1.0.

(1) When a<1.0

When a<1.0, the minimum distance in the complex plane
between poor reception points is represented as min{d,,; ..,
dyy 43} when focusing on the distance (d,; ,,) between poor
reception points #1 and #2 and the distance (d, ) between
poor reception points #1 and #3. In this case, the relationship
between a and d,, 4, and between c and d,,; 4 is shown in
FIG. 36. The o which makes min{dy, ,,, d,; .5} the largest
is as follows.

Math 208

Equation 198
1

—_ 2 0.7938
cos(%) + \/?sin(g)

The min{d,, ,,, dy; 43} in this case is as follows.

Math 209
Equation 199
ZAsin(%)
min{dyy 4, dgi 3} = ————— ~0.6076 A
ks vl
cos(§)+ \/?sm(g)

Therefore, the precoding method using the value of « in
Equation 198 for Equations 190-197 is effective. Setting the
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value of a as in Equation 198 is one appropriate method for
obtaining excellent data reception quality. Setting o to be a
value near Equation 198, however, may similarly allow for
excellent data reception quality. Accordingly, the value to
which a is set is not limited to Equation 198.

(ii) When o>1.0

When 1.0, the minimum distance in the complex plane
between poor reception points is represented as min{d, .s.
dyq 46} When focusing on the distance (d,, .s) between poor
reception points #4 and #5 and the distance (d., 4s) between
poor reception points #4 and #6. In this case, the relationship
between a and d., .5 and between o and d#, .4 is shown in
FIG. 37. The o which makes min{d,, ,s, d., .} the largest
is as follows.

Math 210 Equation 200

a= cos(%)+\/§sin(g) ~ 1.2596

The min{d,, s, duqse} in this case is as follows.
Math 211

Equation 201

L
2A sm( §)
min{dya g5, dsa s} = ~ 0.6076 A

cos(%) + \/?sin(%)

Therefore, the precoding method using the value of o in
Equation 200 for Equations 190-197 is effective. Setting the
value of a as in Equation 200 is one appropriate method for
obtaining excellent data reception quality. Setting o to be a
value near Equation 200, however, may similarly allow for
excellent data reception quality. Accordingly, the value to
which a is set is not limited to Equation 200.

EXAMPLE #10

Based on consideration of Example #9, the precoding
matrices in an N=16 time period (cycle) precoding hopping
method that improves on Example #7 are provided in the
following equations (where A and 6,,[i] do not change over
time (though change may be allowed)).

Fori=0,1,...,7:
Math 212
Equation 202
1 0 axel
Fli = i i
VZ+1 | axeld 55
Fori=8, 9, ..., 15:
Math 213
Equation 203
S i Ir
1 axeld el(4f+8)
Flil =
Va2 +1 2f0 axel®

or

10

15

20

25

30

35

40

45

50

55

60

65

Fori=0,1,...,7:
Math 214
Equation 204
. i1l o x /@1
Fli = I (g0 T T
Va2 +1 | g xeOuilitg) pilonli+gasy)
Fori=8, 9, ..., 15:
Math 215
Equation 205
L[ )
il =
Va?+1 211l a % e/C11lH)
or
Fori=0,1,...,7:
Math 216
Equation 206
1 e axel’
Fli = i i
V& +1 (axeld) ol-5+5)
Fori=8, 9, ..., 15:
Math 217 Equation 207
1 (axel T JFF)
Fli] =
Vaz+1 e axel
or
Fori=0,1,...,7:
Math 218 Equation 208
. i1l PRV CTY )
Flil = G im o ir ) Tn
Va2 +1 axg’(glll‘]’?) e1(911[11—1+/\+—8—)
Fori=8, 9, ..., 15:
Math 219 Equation 209
L [axeu S )
il =
Va?+l el @ x /L)
or
Fori=0,1,...,7:
Math 220 Equation 210

1 0 axel
= T
Va2 +1 | gxeiT &lT-%)
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Fori=8, 9, ..., 15: The value of a in Equation 198 and in Equation 200 is
appropriate for obtaining excellent data reception quality.
The poor reception points for s1 are represented as in FIGS.

Math 221 Equation 211 38A and 38B when a<1.0 and as in FIGS. 39A and 39B
. 5 when a>1.0.

Flil = 1 [wxel“ 81(48)] In the present embodiment, the method of structuring N

Vo2 +1| &0 axef different precoding matrices for a precoding hopping

method with an N-slot time period (cycle) has been

described. In this case, as the N different precoding matrices,

or 0 p[o], F[1], F[2]. . . ., F[N-2], F[N-1] are prepared. In the
Fori=0, 1,...,7: present embodiment, an example of a single carrier trans-
mission method has been described, and therefore the case

of arranging symbols in the order F[0], F[1], F[2], . . .,

s FIN=2], F[N-1] in the time domain (or the frequency
[ Sl o x /1L ] domain) has been described. The present invention is not,

Math 222 Equation 212

1
Va2 +1

F[i] = however, limited in this way, and the N different precoding
matrices F[0], F[1], F[2], . . ., F[N-2], F[N-1] generated in
the present embodiment may be adapted to a multi-carrier
transmission method such as an OFDM transmission
method or the like. As in Embodiment 1, as a method of
adaption in this case, precoding weights may be changed by
Math 223 Equation 213 arranging symbols in the frequency domain and in the

frequency-time domain. Note that a precoding hopping

1 [ o x e i) e,-(e“[;]#;’{mg’)] 25 method with an N-slot time period (cycle) has been
Fli] =

o xR i)

For i=8, 9, . .., 15: 20

described, but the same advantageous effects may be

obtained by randomly using N different precoding matrices.

In other words, the N different precoding matrices do not
or o necessarily need to be used in a regular period (cycle).

Fori=0, 1, ..., 7: Examples #5 through #10 have been shown based on

Conditions #10 through #16. However, in order to achieve

a precoding matrix hopping method with a longer period

Math 224 Equation 214 (cycle), the period (cycle) for hopping between precoding

_ _ 45 Matrices may be lengthened by, for example, selecting a

1 [ el axel® ] plurality of examples from Examples #5 through #10 and

)

2l @ x LD

Fil= VaZ+ 1 using the precoding matrices indicated in the selected

examples. For example, a precoding matrix hopping method
with a longer period (cycle) may be achieved by using the
Fori=8, 9, ..., 15: 40 precoding matrices indicated in Example #7 and the pre-
coding matrices indicated in Example #10. In this case,
Conditions #10 through #16 are not necessarily observed.

axel B G

Math 225 Equation 215 (In Equation 158 of Condition #10, Equation 159 of Con-
o dition #11, Equation 164 of Condition #13, Equation 175 of

Flil = 1 [WXE’( 1) el ] 45 Condition #14, and Equation 176 of Condition #15, it
Va2 +1 £/ axel becomes important for providing excellent reception quality

for the conditions “all x and all y” to be “existing x and
existing y”.) When viewed from a different perspective, in
or the precoding matrix hopping method over an N-slot period
Fori=0,1,...,7: 50 (cycle) (where N is a large natural number), the probability
of providing excellent reception quality increases when the
precoding matrices of one of Examples #5 through #10 are

Math 226 Equation 216 included.

. [ ! @ x Ol ] 55 Embodiment 7
Fli] =

2 +1 | axelCul-F) pitn-Fa-F)

The present embodiment describes the structure of a

reception device for receiving modulated signals transmitted

Fori=8, 9, ..., 15: by a transmission method that regularly hops between
60 precoding matrices as described in Embodiments 1-6.

In Embodiment 1, the following method has been

Math 227 Equation 217 described. A transmission device that transmits modulated
signals, using a transmission method that regularly hops

1 o) e T) between precoding matrices, transmits information regard-

Flil = = [ . 1 ] 65 ing the precoding matrices. Based on this information, a
@+l effutl axeffull reception device obtains information on the regular precod-

ing matrix hopping used in the transmitted frames, decodes
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the precoding, performs detection, obtains the log-likelihood
ratio for the transmitted bits, and subsequently performs
error correction decoding.

The present embodiment describes the structure of a
reception device, and a method of hopping between precod-
ing matrices, that differ from the above structure and
method.

FIG. 40 is an example of the structure of a transmission
device in the present embodiment. Elements that operate in
a similar way to FIG. 3 bear the same reference signs. An
encoder group (4002) receives transmission bits (4001) as
input. The encoder group (4002), as described in Embodi-
ment 1, includes a plurality of encoders for error correction
coding, and based on the frame structure signal 313, a
certain number of encoders operate, such as one encoder,
two encoders, or four encoders.

When one encoder operates, the transmission bits (4001)
are encoded to yield encoded transmission bits. The encoded
transmission bits are allocated into two parts, and the
encoder group (4002) outputs allocated bits (4003A) and
allocated bits (4003B).

When two encoders operate, the transmission bits (4001)
are divided in two (referred to as divided bits A and B). The
first encoder receives the divided bits A as input, encodes the
divided bits A, and outputs the encoded bits as allocated bits
(4003A). The second encoder receives the divided bits B as
input, encodes the divided bits B, and outputs the encoded
bits as allocated bits (4003B).

When four encoders operate, the transmission bits (4001)
are divided in four (referred to as divided bits A, B, C, and
D). The first encoder receives the divided bits A as input,
encodes the divided bits A, and outputs the encoded bits A.
The second encoder receives the divided bits B as input,
encodes the divided bits B, and outputs the encoded bits B.
The third encoder receives the divided bits C as input,
encodes the divided bits C, and outputs the encoded bits C.
The fourth encoder receives the divided bits D as input,
encodes the divided bits D, and outputs the encoded bits D.
The encoded bits A, B, C, and D are divided into allocated
bits (4003A) and allocated bits (4003B).

The transmission device supports a transmission method
such as, for example, the following Table 1 (Table 1A and
Table 1B).

TABLE 1A

Number of
modulated

transmission Pre-

signals Error coding
(number of Number correction Trans- matrix
transmit Modulation of coding mission hopping
antennas) method  encoders method  information method

1 QPSK 1 A 00000000 —

B 00000001 —

C 00000010 —

16QAM 1 A 00000011 —

B 00000100 —

C 00000101 —

64QAM 1 A 00000110 —

B 00000111 —

C 00001000 —

256QAM 1 A 00001001 —

B 00001010 —

C 00001011 —

1024QAM 1 A 00001100 —

B 00001101 —

C 00001110 —
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TABLE 1B
Number of
modulated
transmission Pre-
signals Error coding
(number of Number correction Trans- matrix
transmit ~ Modulation of coding mission hopping
antennas) method encoders method  information method
2 #1: QPSK, 1 A 00001111 D
#2: QPSK B 00010000 D
C 00010001 D
2 A 00010010 E
B 00010011 E
C 00010100 E
#1: QPSK, 1 A 00010101 D
#2: 16QAM B 00010110 D
C 00010111 D
2 A 00011000 E
B 00011001 E
C 00011010 E
#1: 1 A 00011011 D
16QAM, B 00011100 D
#2: 16QAM C 00011101 D
2 A 00011110 E
B 00011111 E
C 00100000 E
#1: 1 A 00100001 D
16QAM, B 00100010 D
#2: 64QAM C 00100011 D
2 A 00100100 E
B 00100101 E
C 00100110 E
#1: 1 A 00100111 F
64QAM, B 00101000 F
#2: 64QAM C 00101001 F
2 A 00101010 G
B 00101011 G
C 00101100 G
#1: 1 A 00101101 F
64QAM, B 00101110 F
#2: C 00101111 F
256QAM 2 A 00110000 G
B 00110001 G
C 00110010 G
#1: 1 A 00110011 F
256QAM, B 00110100 F
#2: 256QAM C 00110101 F
2 A 00110110 G
B 00110111 G
C 00111000 G
4 A 00111001 H
B 00111010 H
C 00111011 H
#1: 1 A 00111100 F
256QAM, B 00111101 F
#2: C 00111110 F
1024QAM 2 A 00111111 G
B 01000000 G
C 01000001 G
4 A 01000010 H
B 01000011 H
C 01000100 H
#1: 1 A 01000101 F
1024QAM, B 01000110 F
#2: C 01000111 F
1024QAM 2 A 01001000 G
B 01001001 G
C 01001010 G
4 A 01001011 H
B 01001100 H
C 01001101 H

As shown in Table 1, transmission of a one-stream signal
and transmission of a two-stream signal are supported as the
number of transmission signals (number of transmit anten-
nas). Furthermore, QPSK, 16QAM, 64QAM, 256QAM, and
1024QAM are supported as the modulation method. In
particular, when the number of transmission signals is two,
it is possible to set separate modulation methods for stream
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#1 and stream #2. For example, “#1: 256QAM, #2:
1024QAM” in Table 1 indicates that “the modulation
method of stream #1 is 256QAM, and the modulation
method of stream #2 is 1024QAM” (other entries in the table
are similarly expressed). Three types of error correction
coding methods, A, B, and C, are supported. In this case, A,
B, and C may all be different coding methods. A, B, and C
may also be different coding rates, and A, B, and C may be
coding methods with different block sizes.

The pieces of transmission information in Table 1 are
allocated to modes that define a “number of transmission
signals”, “modulation method”, “number of encoders”, and
“error correction coding method”. Accordingly, in the case
of “number of transmission signals: 27, “modulation
method: #1: 1024QAM, #2: 1024QAM”, “number of encod-
ers: 4”7, and “error correction coding method: C”, for
example, the transmission information is set to 01001101. In
the frame, the transmission device transmits the transmis-
sion information and the transmission data. When transmit-
ting the transmission data, in particular when the “number of
transmission signals” is two, a “precoding matrix hopping
method” is used in accordance with Table 1. In Table 1, five
types of the “precoding matrix hopping method”, D, E, F, G,
and H, are prepared. The precoding matrix hopping method
is set to one of these five types in accordance with Table 1.
The following, for example, are ways of implementing the
five different types.

Prepare five different precoding matrices.

Use five different types of periods (cycles), for example a
four-slot period (cycle) for D, an eight-slot period (cycle) for
E,....

Use both different precoding matrices and different peri-
ods (cycles).

FIG. 41 shows an example of a frame structure of a
modulated signal transmitted by the transmission device in
FIG. 40. The transmission device is assumed to support
settings for both a mode to transmit two modulated signals,
z1(t) and Z2(t), and for a mode to transmit one modulated
signal.

In FIG. 41, the symbol (4100) is a symbol for transmitting
the “transmission information” shown in Table 1. The sym-
bols (4101_1) and (4101_2) are reference (pilot) symbols for
channel estimation. The symbols (4102_1, 4103_1) are data
transmission symbols for transmitting the modulated signal
z1(t). The symbols (4102_2, 4103_2) are data transmission
symbols for transmitting the modulated signal Z2(t). The
symbol (4102_1) and the symbol (4102_2) are transmitted at
the same time along the same (shared/common) frequency,
and the symbol (4103_1) and the symbol (4103_2) are
transmitted at the same time along the same (shared/com-
mon) frequency. The symbols (4102_1, 4103_1) and the
symbols (4102_2, 4103_2) are the symbols after precoding
matrix calculation using the method of regularly hopping
between precoding matrices described in Embodiments 1-4
and Embodiment 6 (therefore, as described in Embodiment
1, the structure of the streams s1(t) and s2(t) is as in FIG. 6).

Furthermore, in FIG. 41, the symbol (4104) is a symbol
for transmitting the “transmission information” shown in
Table 1. The symbol (4105) is a reference (pilot) symbol for
channel estimation. The symbols (4106, 4107) are data
transmission symbols for transmitting the modulated signal
z1(t). The data transmission symbols for transmitting the
modulated signal z1(t) are not precoded, since the number of
transmission signals is one.

Accordingly, the transmission device in FIG. 40 generates
and transmits modulated signals in accordance with Table 1
and the frame structure in FIG. 41. In FIG. 40, the frame
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structure signal 313 includes information regarding the
“number of transmission signals”, “modulation method”,
“number of encoders”, and “error correction coding
method” set based on Table 1. The encoder (4002), the
mappers 306A, B, and the weighting units 308A, B receive
the frame structure signal as an input and operate based on
the “number of transmission signals”, “modulation method”,
“number of encoders”, and “error correction coding
method” that are set based on Table 1. “Transmission
information” corresponding to the set “number of transmis-
sion signals”, “modulation method”, “number of encoders”,
and “error correction coding method” is also transmitted to
the reception device.

The structure of the reception device may be represented
similarly to FIG. 7 of Embodiment 1. The difference with
Embodiment 1 is as follows: since the transmission device
and the reception device store the information in Table 1 in
advance, the transmission device does not need to transmit
information for regularly hopping between precoding matri-
ces, but rather transmits “transmission information” corre-
sponding to the “number of transmission signals”, “modu-
lation method”, “number of encoders”, and “error correction
coding method”, and the reception device obtains informa-
tion for regularly hopping between precoding matrices from
Table 1 by receiving the “transmission information”.
Accordingly, by the control information decoding unit 709
obtaining the “transmission information” transmitted by the
transmission device in FIG. 40, the reception device in FIG.
7 obtains, from the information corresponding to Table 1, a
signal 710 regarding information on the transmission
method, as notified by the transmission device, which
includes information for regularly hopping between precod-
ing matrices. Therefore, when the number of transmission
signals is two, the signal processing unit 711 can perform
detection based on a precoding matrix hopping pattern to
obtain received log-likelihood ratios.

Note that in the above description, “transmission infor-
mation” is set with respect to the “number of transmission
signals”, “modulation method”, “number of encoders”, and
“error correction coding method” as in Table 1, and the
precoding matrix hopping method is set with respect to the
“transmission information”. However, it is not necessary to
set the “transmission information” with respect to the “num-
ber of transmission signals”, “modulation method”, “num-
ber of encoders™, and “error correction coding method”. For
example, as in Table 2, the “transmission information” may
be set with respect to the “number of transmission signals”
and “modulation method”, and the precoding matrix hop-
ping method may be set with respect to the “transmission
information”.

TABLE 2
Number of
modulated Precoding
transmission signals matrix
(number of transmit Modulation Transmission hopping
antennas) method information method
1 QPSK 00000 —
16QAM 00001 —
64QAM 00010 —
256QAM 00011 —
1024QAM 00100 —
2 #1: QPSK, 10000 D
#2: QPSK
#1: QPSK, 10001 E
#2: 16QAM
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TABLE 2-continued
Number of
modulated Precoding
transmission signals matrix
(number of transmit Modulation Transmission hopping
antennas) method information method

#1: 16QAM, 10010 E
#2: 16QAM
#1: 16QAM, 10011 E
#2: 64QAM
#1: 64QAM, 10100 F
#2: 64QAM
#1: 64QAM, 10101 F
#2: 256QAM
#1: 256QAM, 10110 G
#2: 256QAM
#1: 256QAM, 10111 G
#2: 1024QAM
#1: 1024QAM, 11000 H
#2: 1024QAM

In this context, the “transmission information” and the
method of setting the precoding matrix hopping method is
not limited to Tables 1 and 2. As long as a rule is determined
in advance for switching the precoding matrix hopping
method based on transmission parameters, such as the
“number of transmission signals”, “modulation method”,
“number of encoders”, “error correction coding method”, or
the like (as long as the transmission device and the reception
device share a predetermined rule, or in other words, if the
precoding matrix hopping method is switched based on any
of the transmission parameters (or on any plurality of
transmission parameters)), the transmission device does not
need to transmit information regarding the precoding matrix
hopping method. The reception device can identify the
precoding matrix hopping method used by the transmission
device by identifying the information on the transmission
parameters and can therefore accurately perform decoding
and detection. Note that in Tables 1 and 2, a transmission
method that regularly hops between precoding matrices is
used when the number of modulated transmission signals is
two, but a transmission method that regularly hops between
precoding matrices may be used when the number of modu-
lated transmission signals is two or greater.

Accordingly, if the transmission device and reception
device share a table regarding transmission patterns that
includes information on precoding hopping methods, the
transmission device need not transmit information regarding
the precoding hopping method, transmitting instead control
information that does not include information regarding the
precoding hopping method, and the reception device can
infer the precoding hopping method by acquiring this con-
trol information.

As described above, in the present embodiment, the
transmission device does not transmit information directly
related to the method of regularly hopping between precod-
ing matrices. Rather, a method has been described wherein
the reception device infers information regarding precoding
for the “method of regularly hopping between precoding
matrices” used by the transmission device. This method
yields the advantageous effect of improved transmission
efficiency of data as a result of the transmission device not
transmitting information directly related to the method of
regularly hopping between precoding matrices.

Note that the present embodiment has been described as
changing precoding weights in the time domain, but as
described in Embodiment 1, the present invention may be
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similarly embodied when using a multi-carrier transmission
method such as OFDM or the like.

In particular, when the precoding hopping method only
changes depending on the number of transmission signals,
the reception device can learn the precoding hopping
method by acquiring information, transmitted by the trans-
mission device, on the number of transmission signals.

In the present description, it is considered that a commu-
nications/broadcasting device such as a broadcast station, a
base station, an access point, a terminal, a mobile phone, or
the like is provided with the transmission device, and that a
communications device such as a television, radio, terminal,
personal computer, mobile phone, access point, base station,
or the like is provided with the reception device. Addition-
ally, it is considered that the transmission device and the
reception device in the present description have a commu-
nications function and are capable of being connected via
some sort of interface to a device for executing applications
for a television, radio, personal computer, mobile phone, or
the like.

Furthermore, in the present embodiment, symbols other
than data symbols, such as pilot symbols (preamble, unique
word, postamble, reference symbol, and the like), symbols
for control information, and the like may be arranged in the
frame in any way. While the terms “pilot symbol” and
“symbols for control information” have been used here, any
term may be used, since the function itself is what is
important.

It suffices for a pilot symbol, for example, to be a known
symbol modulated with PSK modulation in the transmission
and reception devices (or for the reception device to be able
to synchronize in order to know the symbol transmitted by
the transmission device). The reception device uses this
symbol for frequency synchronization, time synchroniza-
tion, channel estimation (estimation of Channel State Infor-
mation (CSI) for each modulated signal), detection of sig-
nals, and the like.

A symbol for control information is for transmitting
information other than data (of applications or the like) that
needs to be transmitted to the communication partner for
achieving communication (for example, the modulation
method, error correction coding method, coding ratio of the
error correction coding method, setting information in the
upper layer, and the like).

Note that the present invention is not limited to the above
Embodiments 1-5 and may be embodied with a variety of
modifications. For example, the above embodiments
describe communications devices, but the present invention
is not limited to these devices and may be implemented as
software for the corresponding communications method.

Furthermore, a precoding hopping method used in a
method of transmitting two modulated signals from two
antennas has been described, but the present invention is not
limited in this way. The present invention may be also
embodied as a precoding hopping method for similarly
changing precoding weights (matrices) in the context of a
method whereby four mapped signals are precoded to gen-
erate four modulated signals that are transmitted from four
antennas, or more generally, whereby N mapped signals are
precoded to generate N modulated signals that are transmit-
ted from N antennas.

In the description, terms such as “precoding” and “pre-
coding weight” are used, but any other terms may be used.
What matters in the present invention is the actual signal
processing.

Different data may be transmitted in streams s1(t) and
s2(t), or the same data may be transmitted.
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Each of the transmit antennas of the transmission device
and the receive antennas of the reception device shown in
the figures may be formed by a plurality of antennas.

Programs for executing the above transmission method
may, for example, be stored in advance in Read Only
Memory (ROM) and be caused to operate by a Central
Processing Unit (CPU).

Furthermore, the programs for executing the above trans-
mission method may be stored in a computer-readable
recording medium, the programs stored in the recording
medium may be loaded in the Random Access Memory
(RAM) of the computer, and the computer may be caused to
operate in accordance with the programs.

The components in the above embodiments may be
typically assembled as a Large Scale Integration (LSI), a
type of integrated circuit. Individual components may
respectively be made into discrete chips, or part or all of the
components in each embodiment may be made into one
chip. While an L.SI has been referred to, the terms Integrated
Circuit (IC), system LSI, super LSI, or ultra LSI may be used
depending on the degree of integration. Furthermore, the
method for assembling integrated circuits is not limited to
LSI, and a dedicated circuit or a general-purpose processor
may be used. A Field Programmable Gate Array (FPGA),
which is programmable after the LSI is manufactured, or a
reconfigurable processor, which allows reconfiguration of
the connections and settings of circuit cells inside the LSI,
may be used.

Furthermore, if technology for forming integrated circuits
that replaces LSIs emerges, owing to advances in semicon-
ductor technology or to another derivative technology, the
integration of functional blocks may naturally be accom-
plished using such technology. The application of biotech-
nology or the like is possible.

Embodiment 8

The present embodiment describes an application of the
method described in Embodiments 1-4 and Embodiment 6
for regularly hopping between precoding weights.

FIG. 6 relates to the weighting method (precoding
method) in the present embodiment. The weighting unit 600
integrates the weighting units 308 A and 308B in FIG. 3. As
shown in FIG. 6, the stream s1(t) and the stream s2(t)
correspond to the baseband signals 307A and 307B in FIG.
3. In other words, the streams s1(t) and s2(t) are the
baseband signal in-phase components I and quadrature com-
ponents Q when mapped according to a modulation scheme
such as QPSK, 16QAM, 64QAM, or the like. As indicated
by the frame structure of FIG. 6, the stream s1(t) is repre-
sented as s1(u) at symbol number u, as s1(u+1) at symbol
number u+l1, and so forth. Similarly, the stream s2(t) is
represented as s2(u) at symbol number u, as s2(u+1) at
symbol number u+1, and so forth. The weighting unit 600
receives the baseband signals 307A (s1(t)) and 307B (s2(1))
and the information 315 regarding weighting information in
FIG. 3 as inputs, performs weighting in accordance with the
information 315 regarding weighting, and outputs the sig-
nals 309A (z1(t)) and 309B (Z2(1)) after weighting in FIG.
3.

At this point, when for example a precoding matrix
hopping method with an N=8 period (cycle) as in Example
#8 in Embodiment 6 is used, z1(t) and Z2(t) are represented
as follows.
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For symbol number 8i (where i is an integer greater than or

equal to zero):

Math 228

(zl(Si)]_ 1
2080 Va2 1

Ejo

Equation 218
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axet ¢

Here, j is an imaginary unit, and k=0.

For symbol number 8i+1:

Math 229

(11(8i+1)] 1 e
26i+D) 7 Va1 | gxeid
Here, k=1.

For symbol number 8i+2:

Math 230
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Here, k=2.

For symbol number 8i+3:

Math 231
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Here, k=3.
For symbol number 8i+4:

Math 232

O
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Here, k=4.

For symbol number 8i+5:

Math 233
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Here, k=5.

For symbol number 8i+6:

Math 234
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Here, k=6.
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For symbol number 8i+7:

Math 235
O

(11(8i+7)] 1 €
26i+D) T Var+1 | yxoi®

axel Equation 225
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Here, k=7.

The symbol numbers shown here can be considered to
indicate time. As described in other embodiments, in Equa-
tion 225, for example, 7z1(8i+7) and Z2(8i+7) at time 8i+7
are signals at the same time, and the transmission device
transmits z1(8i+7) and Z2(8i+7) over the same (shared/
common) frequency. In other words, letting the signals at
time T be s1(T), s2(T), z1(T), and Z2(T), then z1(T) and
72(T) are sought from some sort of precoding matrices and
from s1(T) and s2(T), and the transmission device transmits
z1(T) and Z2(T) over the same (shared) frequency (at the
same time). Furthermore, in the case of using a multi-carrier
transmission method such as OFDM or the like, and letting
signals corresponding to s1, s2, z1, and 72 for (sub)carrier L.
and time T be s1(T, L), s2(T, L), z1(T, L), and Z2(T, L), then
z1(T, L) and Z2(T, L) are sought from some sort of precod-
ing matrices and from s1(T, L) and s2(T, L), and the
transmission device transmits z1(T, L) and Z2(T, L) over the
same (shared/common) frequency (at the same time).

In this case, the appropriate value of a is given by
Equation 198 or Equation 200.

The present embodiment describes a precoding hopping
method that increases period (cycle) size, based on the
above-described precoding matrices of Equation 190.

Letting the period (cycle) of the precoding hopping
method be 8M, 8M different precoding matrices are repre-
sented as follows.

Math 236
Py axel® Equation 226
FI8xk+i] = ; i
T ax drdE) AT
In this case, i=0, 1, 2, 3,4, 5, 6,7, and k=0, 1, . . . , M-2,

M-1.

For example, letting M=2 and o<1, the poor reception
points for s1 (o) and for s2 ([J) at k=0 are represented as in
FIG. 42A. Similarly, the poor reception points for s1 (o) and
for s2 ([7J) at k=1 are represented as in FIG. 42B. In this way,
based on the precoding matrices in Equation 190, the poor
reception points are as in FIG. 42A, and by using, as the
precoding matrices, the matrices yielded by multiplying
each term in the second line on the right-hand side of
Equation 190 by & (see Equation 226), the poor reception
points are rotated with respect to FIG. 42A (see FIG. 42B).
(Note that the poor reception points in FIG. 42A and FIG.
42B do not overlap. Even when multiplying by €, the poor
reception points should not overlap, as in this case. Further-
more, the matrices yielded by multiplying each term in the
first line on the right-hand side of Equation 190, rather than
in the second line on the right-hand side of Equation 190, by
& may be used as the precoding matrices.) In this case, the
precoding matrices F[0]-F[15] are represented as follows.
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Math 237

e

1 Equation 227
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F8xk+i]l=

Here, i=0, 1, 2, 3, 4, 5, 6, 7, and k=0, 1.

In this case, when M=2, precoding matrices F[0]-F[15]
are generated (the precoding matrices F[0]-F[15] may be in
any order, and the matrices F[0]-F[15] may each be differ-
ent). Symbol number 161 may be precoded using F[0],
symbol number 16i+1 may be precoded using F[1], ..., and
symbol number 16i+h may be precoded using F[h], for
example (h=0, 1, 2, . . ., 14, 15). (In this case, as described
in previous embodiments, precoding matrices need not be
hopped between regularly.)

Summarizing the above considerations, with reference to
Equations 82-85, N-period (cycle) precoding matrices are
represented by the following equation.

Math 238

1 P
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a x /11O Equation 228
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021 (1+1+6)

Here, since the period (cycle) has N slots, i=0, 1,
2, ..., N=2, N-1. Furthermore, the NxM period (cycle)
precoding matrices based on Equation 228 are represented
by the following equation.

Math 239
110 @ x /OO Equation 229
FINxk+i]= (2 +1 | axed@10X) i (X +146)
In this case, i=0, 1, 2, . . . , N=-2, N-1, and k=0, 1, . . .,
M-2, M-1.

Precoding matrices F[O]-F[N A M-1] are thus generated
(the precoding matrices F[O]-F[N A M-1] may be in any
order for the NxM slots in the period (cycle)). Symbol
number NxMxi may be precoded using F[0], symbol num-
ber NxMxi+1 may be precoded using F[1], . . . , and symbol
number NxMxi+h may be precoded using F[h], for example
(h=0, 1,2, ..., NxM-2, NxM-1). (In this case, as described
in previous embodiments, precoding matrices need not be
hopped between regularly.)

Generating the precoding matrices in this way achieves a
precoding matrix hopping method with a large period
(cycle), allowing for the position of poor reception points to
be easily changed, which may lead to improved data recep-
tion quality. Note that while the NxM period (cycle) pre-
coding matrices have been set to Equation 229, the NxM
period (cycle) precoding matrices may be set to the follow-
ing equation, as described above.

Math 240
| IOLLONXD oy s IOLL X 40 Equation 230
FINxk+i]=
L i Vz el | axel®10  piirse
In this case, i=0, 1, 2, . . . , N=-2, N-1, and k=0, 1, . . .,
M-2, M-1.
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In Equations 229 and 230, when 0 radians=<d=2mw radians,
the matrices are a unitary matrix when d=n radians and are
a non-unitary matrix when 0 =r radians. In the present
method, use of a non-unitary matrix for n/2 radians=|d|=m
radians is one characteristic structure (the conditions for 6
being similar to other embodiments), and excellent data
reception quality is obtained. Use of a unitary matrix is
another structure, and as described in detail in Embodiment
10 and Embodiment 16, if N is an odd number in Equations
229 and 230, the probability of obtaining excellent data
reception quality increases.

Embodiment 9

The present embodiment describes a method for regularly
hopping between precoding matrices using a unitary matrix.

As described in Embodiment 8, in the method of regularly
hopping between precoding matrices over a period (cycle)
with N slots, the precoding matrices prepared for the N slots
with reference to Equations 82-85 are represented as fol-
lows.

Math 241
1 1) g x @fBL1 ) Equation 231
Flil=
U [ +1 | axe®10)  git2(+2+6)
In this case, i=0, 1, 2, . . ., N=2, N-1. (Let a>0.) Since

a unitary matrix is used in the present embodiment, the
precoding matrices in Equation 231 may be represented as
follows.

Math 242
1 211D o 5 @f @11 O+ Equation 232
Fli] = ——
L Va2 + 1 | axef1®  pi@irn
In this case, i=0, 1, 2, . . . , N=2, N-1. (Let >0.) From

Condition #5 (Math 106) and Condition #6 (Math 107) in
Embodiment 3, the following condition is important for
achieving excellent data reception quality.

Math 243

Condition #17

FOUCIOUEJOUCGH-RUCD for Y Wy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)
Math 244
Condition #18

FOUCIBUED =, FOUDOUE= for Y Vy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)

Embodiment 6 describes the distance between poor recep-
tion points. In order to increase the distance between poor
reception points, it is important for the number of slots N to
be an odd number three or greater. The following explains
this point.

In order to distribute the poor reception points evenly with
regards to phase in the complex plane, as described in
Embodiment 6, Condition #19 and Condition #20 are pro-
vided.
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Math 245
6110+ D81 (1) e Condition #19
W:e N/ forVx(x=0,1,2,... ,N=2)

Math 246
LG8y 64D o Condition #20

e W) for Vx(x=0,1,2, ... ,N=2)
&

In other words, Condition #19 means that the difference
in phase is 27t/N radians. On the other hand, Condition #20
means that the difference in phase is —27t/N radians.

Letting 0,,(0)-0,,(0)=0 radians, and letting o<1, the
distribution of poor reception points for s1 and for s2 in the
complex plane for an N=3 period (cycle) is shown in FIG.
43A, and the distribution of poor reception points for s1 and
for s2 in the complex plane for an N=4 period (cycle) is
shown in FIG. 43B. Letting 0,,(0)-0,,(0)=0 radians, and
letting a>1, the distribution of poor reception points for s1
and for s2 in the complex plane for an N=3 period (cycle) is
shown in FIG. 44A, and the distribution of poor reception
points for s1 and for s2 in the complex plane for an N=4
period (cycle) is shown in FIG. 44B.

In this case, when considering the phase between a line
segment from the origin to a poor reception point and a half
line along the real axis defined by real=0 (see FIG. 43A),
then for either a>1 for a<l, when N=4, the case always
occurs wherein the phase for the poor reception points for s1
and the phase for the poor reception points for s2 are the
same value. (See 4301, 4302 in FIG. 43B, and 4401, 4402
in FIG. 44B.) In this case, in the complex plane, the distance
between poor reception points becomes small. On the other
hand, when N=3, the phase for the poor reception points for
s1 and the phase for the poor reception points for s2 are
never the same value.

Based on the above, considering how the case always
occurs wherein the phase for the poor reception points for s1
and the phase for the poor reception points for s2 are the
same value when the number of slots N in the period (cycle)
is an even number, setting the number of slots N in the
period (cycle) to an odd number increases the probability of
a greater distance between poor reception points in the
complex plane as compared to when the number of slots N
in the period (cycle) is an even number. However, when the
number of slots N in the period (cycle) is small, for example
when Nx16, the minimum distance between poor reception
points in the complex plane can be guaranteed to be a certain
length, since the number of poor reception points is small.
Accordingly, when N<16, even if N is an even number, cases
do exist where data reception quality can be guaranteed.

Therefore, in the method for regularly hopping between
precoding matrices based on Equation 232, when the num-
ber of slots N in the period (cycle) is set to an odd number,
the probability of improving data reception quality is high.
Precoding matrices F[O]-F[N-1] are generated based on
Equation 232 (the precoding matrices F[0]-F[N-1] may be
in any order for the N slots in the period (cycle)). Symbol
number Ni may be precoded using F[0], symbol number
Ni+1 may be precoded using F[1], . . . , and symbol number
Nxi+h may be precoded using F[h], for example (h=0, 1,
2, ..., N=2, N-1). (In this case, as described in previous
embodiments, precoding matrices need not be hopped
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between regularly.) Furthermore, when the modulation
method for both s1 and s2 is 16QAM, if . is set as follows,

Math 247

Equation 233

V2 +4
V2 42

the advantageous effect of increasing the minimum dis-
tance between 16x16=256 signal points in the 1Q plane for
a specific LOS environment may be achieved.

In the present embodiment, the method of structuring N
different precoding matrices for a precoding hopping
method with an N-slot time period (cycle) has been
described. In this case, as the N different precoding matrices,
F[O], F[1], F[2], . . ., FIN=2], F[N-1] are prepared. In the
present embodiment, an example of a single carrier trans-
mission method has been described, and therefore the case
of arranging symbols in the order F[0], F[1], F[2], . . .,
F[N-2], F[N-1] in the time domain (or the frequency
domain) has been described. The present invention is not,
however, limited in this way, and the N different precoding
matrices F[0], F[1], F[2], . . ., F[N-2], F[N-1] generated in
the present embodiment may be adapted to a multi-carrier
transmission method such as an OFDM transmission
method or the like. As in Embodiment 1, as a method of
adaption in this case, precoding weights may be changed by
arranging symbols in the frequency domain and in the
frequency-time domain. Note that a precoding hopping
method with an N-slot time period (cycle) has been
described, but the same advantageous effects may be
obtained by randomly using N different precoding matrices.
In other words, the N different precoding matrices do not
necessarily need to be used in a regular period (cycle).

Furthermore, in the precoding matrix hopping method
over an H-slot period (cycle) (H being a natural number
larger than the number of slots N in the period (cycle) of the
above method of regularly hopping between precoding
matrices), when the N different precoding matrices of the
present embodiment are included, the probability of excel-
lent reception quality increases. In this case, Condition #17
and Condition #18 can be replaced by the following condi-
tions. (The number of slots in the period (cycle) is consid-
ered to be N.)

Math 248
Condition #17'

FOUD 8D JEUEI816) for Ty Ty
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2, N-1;yis 0, 1, 2, . . . , N-2, N-1;

and x=y.)

Math 249

Condition #18'

FOUCIBED 0, FOUUE for Ty Ty
(v=y; x,=0,1,2, . . . ,N-2,N-1)
(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)

Embodiment 10

The present embodiment describes a method for regularly
hopping between precoding matrices using a unitary matrix
that differs from the example in Embodiment 9.

82

In the method of regularly hopping between precoding
matrices over a period (cycle) with 2N slots, the precoding
matrices prepared for the 2N slots are represented as fol-
lows.

Math 250
fori=0,1,2,... ,N-2,N-1: Equation 234
10 1 D o 5Ol O
Flil=
L Va2 +1 | axef1® g irn
s Let o be a fixed value (not depending on i), where a>0.
Math 251 Equation 235
fori=N,N+1,N+2,... ,2N-2,2N - 1:
20
L ax e GO
Fli]l = o I
\/wz +1 i1 a x @f @21+
25 Let a be a fixed value (not depending on 1), where a>0.
P g

(Let the . in Equation 234 and the a in Equation 235 be the
same value.)

From Condition #5 (Math 106) and Condition #6 (Math
107) in Embodiment 3, the following conditions are impor-
tant in Equation 234 for achieving excellent data reception
quality.

Math 252
Condition #21

FOUCTBEJOUGI-OUCD for Yy Wy

35
(x=y; x,y=0,1,2, . . . N=2,N-1)
(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)
Math 253
40 Condition #22

FOUCIBUED = FOU-OUEI for Wy, Wy
(x=y; x,y=0,1,2, . . . N=2,N-1)

xis0,1,2,... ,N-2, N-1;yis 0, 1, 2, . . . , N=-2, N-1;
and x=y.)

Addition of the following condition is considered.
Math 254
Condition #23

45

50 0,,(x)=0,,;(x+N) for Vx (x=0,1,2, ... ,N-2,N-1)
and
55 05,(»)=05,(y+N) for Vy (y=0,1,2, ... ,N-2,N-1)

Next, in order to distribute the poor reception points
evenly with regards to phase in the complex plane, as
described in Embodiment 6, Condition #24 and Condition
#25 are provided.

60
Math 251 Condition #24
IO G+ (x+1) .
" W) for

65 eff11 (-6 (x)

Yx(x=0,1,2,... ,N=2)
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Math 256 Condition #25

HO11 G0 (41 o
——
2B (061 )

Yx(x=0,1,2,... ,N=2)

In other words, Condition #24 means that the difference
in phase is 27t/N radians. On the other hand, Condition #25
means that the difference in phase is —2nt/N radians.

Letting 0,,(0)-0,,(0)=0 radians, and letting o>1, the
distribution of poor reception points for s1 and for s2 in the
complex plane when N=4 is shown in FIGS. 45A and 45B.
As is clear from FIGS. 45A and 45B, in the complex plane,
the minimum distance between poor reception points for s1
is kept large, and similarly, the minimum distance between
poor reception points for s2 is also kept large. Similar
conditions are created when a<1. Furthermore, making the
same considerations as in Embodiment 9, the probability of
a greater distance between poor reception points in the
complex plane increases when N is an odd number as
compared to when N is an even number. However, when N
is small, for example when Nx<16, the minimum distance
between poor reception points in the complex plane can be
guaranteed to be a certain length, since the number of poor
reception points is small. Accordingly, when N<16, even if
N is an even number, cases do exist where data reception
quality can be guaranteed.

Therefore, in the method for regularly hopping between
precoding matrices based on Equations 234 and 235, when
N is set to an odd number, the probability of improving data
reception quality is high. Precoding matrices F[0]-F[2N-1]
are generated based on Equations 234 and 235 (the precod-
ing matrices F[0]-F[2N-1] may be arranged in any order for
the 2N slots in the period (cycle)). Symbol number 2Ni may
be precoded using F[0], symbol number 2Ni+1 may be
precoded using F[1], . . ., and symbol number 2Nxi+h may
be precoded using F[h], for example (h=0, 1, 2, .. ., 2N-2,
2N-1). (In this case, as described in previous embodiments,
precoding matrices need not be hopped between regularly.)
Furthermore, when the modulation method for both s1 and
s2 is 16QAM, if a is set as in Equation 233, the advanta-
geous effect of increasing the minimum distance between
16x16=256 signal points in the 1Q plane for a specific LOS
environment may be achieved.

The following conditions are possible as conditions dif-
fering from Condition #23:

Math 257
Condition #26

FOUCIOUEJOUCGH-RUCD for Y Wy
(xv=y; x,y=N,N+1,N+2, . .. 2N-2,2N-1)

(where x is N, N+1, N+2, . .., 2N-2, 2N-1; y is N, N+1,
N+2, ..., 2N-2, 2N-1; and x=y.)
Math 258
Condition #27

FOUD UYL JOUGIBAD™ for Vi
(xv=y; x,y=N,N+1,N+2, . .. 2N-2,2N-1)

(where x is N, N+1, N+2, . .., 2N-2, 2N-1; y is N, N+1,
N+2, ..., 2N-2, 2N-1; and x=y.)

In this case, by satisfying Condition #21, Condition #22,
Condition #26, and Condition #27, the distance in the
complex plane between poor reception points for sl is
increased, as is the distance between poor reception points
for s2, thereby achieving excellent data reception quality.
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In the present embodiment, the method of structuring 2N
different precoding matrices for a precoding hopping
method with a 2N-slot time period (cycle) has been
described. In this case, as the 2N different precoding matri-
ces, F[O], F[1], F[2], . . ., F[2N-2], F[2N-1] are prepared.
In the present embodiment, an example of a single carrier
transmission method has been described, and therefore the
case of arranging symbols in the order F[0], F[1],
F[2], . . ., F[2N-2], F[2N-1] in the time domain (or the
frequency domain) has been described. The present inven-
tion is not, however, limited in this way, and the 2N different
precoding matrices F[O], F[1], F[2], . . ., F[2N-2], F[2N-1]
generated in the present embodiment may be adapted to a
multi-carrier transmission method such as an OFDM trans-
mission method or the like. As in Embodiment 1, as a
method of adaption in this case, precoding weights may be
changed by arranging symbols in the frequency domain and
in the frequency-time domain. Note that a precoding hop-
ping method with a 2N-slot time period (cycle) has been
described, but the same advantageous effects may be
obtained by randomly using 2N different precoding matri-
ces. In other words, the 2N different precoding matrices do
not necessarily need to be used in a regular period (cycle).

Furthermore, in the precoding matrix hopping method
over an H-slot period (cycle) (H being a natural number
larger than the number of slots 2N in the period (cycle) of
the above method of regularly hopping between precoding
matrices), when the 2N different precoding matrices of the
present embodiment are included, the probability of excel-
lent reception quality increases.

Embodiment 11

The present embodiment describes a method for regularly
hopping between precoding matrices using a non-unitary
matrix.

In the method of regularly hopping between precoding
matrices over a period (cycle) with 2N slots, the precoding
matrices prepared for the 2N slots are represented as fol-
lows.

Math 259 Equation 236
fori=0,1,2,... ,N-2,N-1:

1 eI g x eiP11O+)
Fli] =

Vo2 +1 L axe®21®

2§21 (1+A+3)

Let o be a fixed value (not depending on i), where a>0.
Furthermore, let 8 =r radians.

Math 260 Equation 237

fori=N,N+1,N+2,... ,2N-2,2N - 1:

1 a xeff11® 2011

Flil= ——| o
/0,/2 +1 81(921 (OH+A+E) 0!)(81921(‘)

Let o be a fixed value (not depending on i), where a>0.
(Let the . in Equation 236 and the a in Equation 237 be the
same value.)

From Condition #5 (Math 106) and Condition #6 (Math
107) in Embodiment 3, the following conditions are impor-
tant in Equation 236 for achieving excellent data reception

quality.
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Math 261
Condition #28
FOUCIBUCN JOUGH-OED for Vi Wy
(v=y; x,=0,1,2, . . . ,N-2,N-1)
(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)
Math 262
Condition #29

FOUCIOE D FOIEI01CID) for Vi Wy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)

Addition of the following condition is considered.
Math 263
Condition #30

0,,(x)=0,,(x+N) for =x (x=0,1,2, . . . N-2,N-1)
and

05,(»)=05,(+N) for Vy (3=0,1,2, . . . N-2,N-1)

Note that instead of Equation 237, the precoding matrices
in the following Equation may be provided.

Math 264 Equation 238
fori=N,N+1,N+2,... ,2N-2,2N - 1:
L axed e
Fli] = —— I o
VaZ+1 I g IO 0A-0)

Let a be a fixed value (not depending on i), where c>0.
(Let the a in Equation 236 and the o in Equation 238 be the
same value.)

As an example, in order to distribute the poor reception
points evenly with regards to phase in the complex plane, as
described in Embodiment 6, Condition #31 and Condition
#32 are provided.

Math 265 Condition #31
pHBL D821 (v+1) (2
s
PR for
Yx(x=0,1,2,... ,N=2)
Math 266 Condition #32
IOLLG+D=821 Ge+1) o
= /7 for

eff11(x)-621(x)
Yx(x=0,1,2,... ,N=2)

In other words, Condition #31 means that the difference
in phase is 27/N radians. On the other hand, Condition #32
means that the difference in phase is —2nt/N radians.

Letting 6,,(0)-0,,(0)=0 radians, letting >1, and letting
30=(3m)/4 radians, the distribution of poor reception points
for s1 and for s2 in the complex plane when N=4 is shown
in FIGS. 46A and 46B. With these settings, the period
(cycle) for hopping between precoding matrices is
increased, and the minimum distance between poor recep-
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tion points for s1, as well as the minimum distance between
poor reception points for s2, in the complex plane is kept
large, thereby achieving excellent reception quality. An
example in which a>1, 6=(3m)/4 radians, and N=4 has been
described, but the present invention is not limited in this
way. Similar advantageous effects may be obtained for 7/2
radians=|0|=m radians, a>0, and o =1.

The following conditions are possible as conditions dif-
fering from Condition #30:
Math 267
Condition #33

FOUCTBEJOUGI-OUCD for Yy Wy
(x=y; x,y=N,N+1,N+2, . . . 2N-2,2N-1)

(where x is N, N+1, N+2, . . ., 2N-2, 2N-1; y is N, N+1,
N+2, ..., 2N-2, 2N-1; and x=y.)
Math 268

Condition #34

FOUEI BT JEUG-OUCI for Y Yy
(x=y; x,y=N,N+1,N+2, . . . 2N-2,2N-1)
(where x is N, N+1, N+2, . . ., 2N-2, 2N-1; y is N, N+1,
N+2, ..., 2N-2, 2N-1; and x=y.)
In this case, by satisfying Condition #28, Condition #29,
Condition #33, and Condition #34, the distance in the

complex plane between poor reception points for sl is
increased, as is the distance between poor reception points
for s2, thereby achieving excellent data reception quality.

In the present embodiment, the method of structuring 2N
different precoding matrices for a precoding hopping
method with a 2N-slot time period (cycle) has been
described. In this case, as the 2N different precoding matri-
ces, F[O], F[1], F[2], . . ., F[2N-2], F[2N-1] are prepared.
In the present embodiment, an example of a single carrier
transmission method has been described, and therefore the
case of arranging symbols in the order F[0], F[1],
F[2], . . ., F[2N-2], F[2N-1] in the time domain (or the
frequency domain) has been described. The present inven-
tion is not, however, limited in this way, and the 2N different
precoding matrices F[O], F[1], F[2], . . ., F[2N-2], F[2N-1]
generated in the present embodiment may be adapted to a
multi-carrier transmission method such as an OFDM trans-
mission method or the like. As in Embodiment 1, as a
method of adaption in this case, precoding weights may be
changed by arranging symbols in the frequency domain and
in the frequency-time domain. Note that a precoding hop-
ping method with a 2N-slot time period (cycle) has been
described, but the same advantageous effects may be
obtained by randomly using 2N different precoding matri-
ces. In other words, the 2N different precoding matrices do
not necessarily need to be used in a regular period (cycle).

Furthermore, in the precoding matrix hopping method
over an H-slot period (cycle) (H being a natural number
larger than the number of slots 2N in the period (cycle) of
the above method of regularly hopping between precoding
matrices), when the 2N different precoding matrices of the
present embodiment are included, the probability of excel-
lent reception quality increases.

Embodiment 12

The present embodiment describes a method for regularly
hopping between precoding matrices using a non-unitary
matrix.

In the method of regularly hopping between precoding
matrices over a period (cycle) with N slots, the precoding
matrices prepared for the N slots are represented as follows.
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Math 269 Equation 239

1 P11

Vo +1 L axef®

@ x L
Fli] =

021 (1+1+6)

Let a be a fixed value (not depending on i), where c>0.
Furthermore, let § =m radians (a fixed value not depending
on i), and i=0, 1, 2, . . ., N-2, N-1.

From Condition #5 (Math 106) and Condition #6 (Math
107) in Embodiment 3, the following conditions are impor-
tant in Equation 239 for achieving excellent data reception
quality.

Math 270
Condition #35

FOUCIOUEJOUCGH-RUCD for Y Wy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2, N-1;yis 0, 1, 2, . . . , N-2, N-1;
and x=y.)

Math 271

Condition #36

FEUD 82D JBLEI-B16)-0) for Vi Yy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2, N-1;yis 0, 1, 2, . . . , N-2, N-1;

and x=y.)

As an example, in order to distribute the poor reception
points evenly with regards to phase in the complex plane, as
described in Embodiment 6, Condition #37 and Condition
#38 are provided.

Conditon #37

Math 272
I D=8 (1) ] 27()
P ———
PRI R ~/ for
Yx(x=0,1,2,... ,N=2)
Math 273 Condition #38

ej(Qll(x+l)7921(x+l)) oo
L W) for
eff11(x)-621(x)

Yx(x=0,1,2,... ,N=2)

In other words, Condition #37 means that the difference
in phase is 27/N radians. On the other hand, Condition #38
means that the difference in phase is —2nt/N radians.

In this case, if 7/2 radians=|8|<x radians, a>0, and a.=1,
the distance in the complex plane between poor reception
points for sl is increased, as is the distance between poor
reception points for s2, thereby achieving excellent data
reception quality. Note that Condition #37 and Condition
#38 are not always necessary.

In the present embodiment, the method of structuring N
different precoding matrices for a precoding hopping
method with an N-slot time period (cycle) has been
described. In this case, as the N different precoding matrices,
F[O], F[1], F[2], . . ., FIN=2], F[N-1] are prepared. In the
present embodiment, an example of a single carrier trans-
mission method has been described, and therefore the case
of arranging symbols in the order F[0], F[1], F[2], . . .,
F[N-2], F[N-1] in the time domain (or the frequency
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domain) has been described. The present invention is not,
however, limited in this way, and the N different precoding
matrices F[0], F[1], F[2], . . ., F[N-2], F[N-1] generated in
the present embodiment may be adapted to a multi-carrier
transmission method such as an OFDM transmission
method or the like. As in Embodiment 1, as a method of
adaption in this case, precoding weights may be changed by
arranging symbols in the frequency domain and in the
frequency-time domain. Note that a precoding hopping
method with an N-slot time period (cycle) has been
described, but the same advantageous effects may be
obtained by randomly using N different precoding matrices.
In other words, the N different precoding matrices do not
necessarily need to be used in a regular period (cycle).
Furthermore, in the precoding matrix hopping method
over an H-slot period (cycle) (H being a natural number
larger than the number of slots N in the period (cycle) of the
above method of regularly hopping between precoding
matrices), when the N different precoding matrices of the
present embodiment are included, the probability of excel-
lent reception quality increases. In this case, Condition #35
and Condition #36 can be replaced by the following condi-
tions. (The number of slots in the period (cycle) is consid-
ered to be N.)
Math 274
Condition #35'

SOUD AN JOUCOUED for Ty Ty
(x=y; x,y=0,1,2, . . . N=2,N-1)

xis0,1,2,... ,N-2, N-1;yis 0, 1, 2, . . . , N=-2, N-1;
and x=y.)

Math 275

Condition #36'

SOUCTED D JONEG-ON6D) for Ty Ty
(x=y; x,y=0,1,2, . . . N=2,N-1)

xis0,1,2,... ,N-2, N-1;yis 0, 1, 2, . . . , N=-2, N-1;
and x=y.)

Embodiment 13

The present embodiment describes a different example
than Embodiment 8.

In the method of regularly hopping between precoding
matrices over a period (cycle) with 2N slots, the precoding
matrices prepared for the 2N slots are represented as fol-
lows.

Math 276 Equation 240
fori=0,1,2,... ,N-2,N-1:
1 D o 5Ol O
Flil = I o
\/wz +1 | axef1)  pi (1)

Let o be a fixed value (not depending on i), where a>0.
Furthermore, let 8 =r radians.

Math 277 Equation 241
fori=N,N+1,N+2,... ,2N-2,2N - 1:
1 @ xefCION) O
Fli] = ——— . . -
[+l | OO o it O
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Let a be a fixed value (not depending on i), where c>0.
(Let the a in Equation 240 and the o in Equation 241 be the
same value.)

Furthermore, the 2xNxM period (cycle) precoding matri-
ces based on Equations 240 and 241 are represented by the
following equations.

Math 278 Equation 242
for
i=0,1,2,... ,N-2,N-1:
FR2XNxk+i]=
1 20110 @ x @/ O+
(2 +1 | axed@10X) i (1 X +1+9)
In this case, k=0, 1, ..., M-2, M-1.
Math 278 Equation 243
for
i=N.N+1,N+2, ... ,2N-2,2N-1:
FR2XNxk+i]=
1 a X e/EL O 2oL

[ +1 | f OO0 (s o0 (47

In this case, k=0, 1, . .., M-2, M-1. Furthermore, Xk=Yk
may be true, or Xk=Yk may be true.

Precoding matrices F[0]-F[2xNxM-1] are thus generated
(the precoding matrices F[0]-F[2xNxM-1] may be in any
order for the 2xNxM slots in the period (cycle)). Symbol
number 2xNxMxi may be precoded using F[0], symbol
number 2xNxMxi+1 may be precoded using F[1], . . ., and
symbol number 2xNxMxi+h may be precoded using F[h],
for example (h=0, 1, 2, . . ., 2xNxM=-2, 2xNxM-1). (In this
case, as described in previous embodiments, precoding
matrices need not be hopped between regularly.)

Generating the precoding matrices in this way achieves a
precoding matrix hopping method with a large period
(cycle), allowing for the position of poor reception points to
be easily changed, which may lead to improved data recep-
tion quality.

The 2xNxM period (cycle) precoding matrices in Equa-
tion 242 may be changed to the following equation.

Math 280
fori=0,1,2,... ,N-2,N-1: Equation 244
FR2XNxk+i]l =
1 LIOLLOTXD o 5 pHOLL O X+
Va2 + 1 axe10  gitirare
In this case, k=0, 1, ..., M-2, M-1.

The 2xNxM period (cycle) precoding matrices in Equa-
tion 243 may also be changed to any of Equations 245-247.

Math 281
fori=N,N+1,N+2,... ,2N-2,2N —1: Equation 245
FR2XNxk+i]l =
1 X efOLLOPATY) o1 +Yy)
Vaz+1 | efCuad) s pifn®

In this case, k=0, 1, ..., M-2, M-1.
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Math 282
fori=N,N+1,N+2,... ,2N-2,2N —1: Equation 246
F2XNxk+i]=
1 ax e 2HOL1ED
[+ L L o1+ o 5 i1 (=541
In this case, k=0, 1, . .., M-2, M-1.
Math 283
fori=N,N+1,N+2,... ,2N-2,2N —1: Equation 247
F2XNxk+i]=
L e x @B Qe AT
VaZ+1 e ax /21 0=0)
In this case, k=0, 1, . .., M-2, M-1.

Focusing on poor reception points, if Equations 242
through 247 satisfy the following conditions,
Math 284
Condition #39

SOUD AL JEUPOUEY o1 Y Yy
(x=y; x,y=0,1,2, . . . N=2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)
Math 285
Condition #40

FOUCTED D JOUGI0ACD) for Vi
(x=y; x,y=0,1,2, . . . N=2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)
Math 286
Condition #41

0,,(x)=0,,;(x+N) for Vx (x=0,1,2, ... ,N-2,N-1)
and

0, ,(¥)=0,,(»+N) for Vy (3=0,12, . . . N-2,N-1)

then excellent data reception quality is achieved. Note
that in Embodiment 8, Condition #39 and Condition #40
should be satisfied.

Focusing on Xk and Yk, if Equations 242 through 247
satisty the following conditions,
Math 287
Condition #42

X = Xp+2xsxa for Va,Vb
(a=b; a,b=0,12, ... M-2,M-1)

(ais0,1,2,...,M-2,M-1;bis0,1,2,...,M-2, M-1;
and a=b.)

(Here, s is an integer.)
Math 288
Condition #43

Y, =Y, +2xuxn for Va, Vb
(a=b; a,b=0,12, ... M-2,M-1)

(@is0,1,2,...,M-2,M-1;bis 0,1, 2, .. . , M-2, M-1;
and a=b.)

(Here, u is an integer.)

then excellent data reception quality is achieved. Note
that in Embodiment 8, Condition #42 should be satisfied.
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In Equations 242 and 247, when 0 radians=d<2mw radians,
the matrices are a unitary matrix when d=n radians and are
a non-unitary matrix when 0 =r radians. In the present
method, use of a non-unitary matrix for n/2 radians=|dl<m
radians is one characteristic structure, and excellent data
reception quality is obtained. Use of a unitary matrix is
another structure, and as described in detail in Embodiment
10 and Embodiment 16, if N is an odd number in Equations
242 through 247, the probability of obtaining excellent data
reception quality increases.

Embodiment 14

The present embodiment describes an example of differ-
entiating between usage of a unitary matrix and a non-
unitary matrix as the precoding matrix in the method for
regularly hopping between precoding matrices.

The following describes an example that uses a two-by-
two precoding matrix (letting each element be a complex
number), i.e. the case when two modulated signals (s1(t) and
s2(t)) that are based on a modulation method are precoded,
and the two precoded signals are transmitted by two anten-
nas.

When transmitting data using a method of regularly
hopping between precoding matrices, the mappers 306 A and
306B in the transmission device in FIG. 3 and FIG. 13
switch the modulation method in accordance with the frame
structure signal 313. The relationship between the modula-
tion level (the number of signal points for the modulation
method in the IQ plane) of the modulation method and the
precoding matrices is described.

The advantage of the method of regularly hopping
between precoding matrices is that, as described in Embodi-
ment 6, excellent data reception quality is achieved in an
LOS environment. In particular, when the reception device
performs ML calculation or applies APP (or Max-log APP)
based on ML calculation, the advantageous effect is consid-
erable. Incidentally, ML calculation greatly impacts circuit
scale (calculation scale) in accordance with the modulation
level of the modulation method. For example, when two
precoded signals are transmitted from two antennas, and the
same modulation method is used for two modulated signals
(signals based on the modulation method before precoding),
the number of candidate signal points in the IQ plane
(received signal points 1101 in FIG. 11) is 4x4=16 when the
modulation method is QPSK, 16x16=256 when the modu-
lation method is 16QAM, 64x64=4096 when the modulation
method is 64QAM, 256x256=65,536 when the modulation
method is 256QAM, and 1024x1024=1,048,576 when the
modulation method is 256QAM. In order to keep the cal-
culation scale of the reception device down to a certain
circuit size, when the modulation method is QPSK, 16QAM,
or 64QAM, ML calculation ((Max-log) APP based on ML
calculation) is used, and when the modulation method is
256QAM or 1024QAM, linear operation such as MMSE or
ZF is used in the reception device. (In some cases, ML
calculation may be used for 256QAM.)

When such a reception device is assumed, consideration
of the Signal-to-Noise power Ratio (SNR) after separation
of multiple signals indicates that a unitary matrix is appro-
priate as the precoding matrix when the reception device
performs linear operation such as MMSE or ZF, whereas
either a unitary matrix or a non-unitary matrix may be used
when the reception device performs ML calculation. Taking
any of the above embodiments into consideration, when two
precoded signals are transmitted from two antennas, the
same modulation method is used for two modulated signals
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(signals based on the modulation method before precoding),
a non-unitary matrix is used as the precoding matrix in the
method for regularly hopping between precoding matrices,
the modulation level of the modulation method is equal to or
less than 64 (or equal to or less than 256), and a unitary
matrix is used when the modulation level is greater than 64
(or greater than 256), then for all of the modulation methods
supported by the transmission system, there is an increased
probability of achieving the advantageous effect whereby
excellent data reception quality is achieved for any of the
modulation methods while reducing the circuit scale of the
reception device.

When the modulation level of the modulation method is
equal to or less than 64 (or equal to or less than 256) as well,
in some cases use of a unitary matrix may be preferable.
Based on this consideration, when a plurality of modulation
methods are supported in which the modulation level is
equal to or less than 64 (or equal to or less than 256), it is
important that in some cases, in some of the plurality of
supported modulation methods where the modulation level
is equal to or less than 64, a non-unitary matrix is used as the
precoding matrix in the method for regularly hopping
between precoding matrices.

The case of transmitting two precoded signals from two
antennas has been described above as an example, but the
present invention is not limited in this way. In the case when
N precoded signals are transmitted from N antennas, and the
same modulation method is used for N modulated signals
(signals based on the modulation method before precoding),
a threshold f§,, may be established for the modulation level
of the modulation method. When a plurality of modulation
methods for which the modulation level is equal to or less
than f3,, are supported, in some of the plurality of supported
modulation methods where the modulation level is equal to
or less than [3,, a non-unitary matrix is used as the precoding
matrices in the method for regularly hopping between pre-
coding matrices, whereas for modulation methods for which
the modulation level is greater than f§,, a unitary matrix is
used. In this way, for all of the modulation methods sup-
ported by the transmission system, there is an increased
probability of achieving the advantageous effect whereby
excellent data reception quality is achieved for any of the
modulation methods while reducing the circuit scale of the
reception device. (When the modulation level of the modu-
lation method is equal to or less than P,, a non-unitary
matrix may always be used as the precoding matrix in the
method for regularly hopping between precoding matrices.)

In the above description, the same modulation method has
been described as being used in the modulation method for
simultaneously transmitting N modulated signals. The fol-
lowing, however, describes the case in which two or more
modulation methods are used for simultaneously transmit-
ting N modulated signals.

As an example, the case in which two precoded signals
are transmitted by two antennas is described. The two
modulated signals (signals based on the modulation method
before precoding) are either modulated with the same modu-
lation method, or when modulated with different modulation
methods, are modulated with a modulation method having a
modulation level of 2°' or a modulation level of 2**. In this
case, when the reception device uses ML calculation ((Max-
log) APP based on ML calculation), the number of candidate
signal points in the IQ plane (received signal points 1101 in
FIG. 11) is 2*'x2%2=2%1*%2_ A5 described above, in order to
achieve excellent data reception quality while reducing the
circuit scale of the reception device, a threshold 2f may be
provided for 2#**2, and when 2*'**?<2P a non-unitary
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matrix may be used as the precoding matrix in the method
for regularly hopping between precoding matrices, whereas
a unitary matrix may be used when 2!+%2>2P,

Furthermore, when 2*?2<2P  in some cases use of a
unitary matrix may be preferable. Based on this consider-
ation, when a plurality of combinations of modulation
methods are supported for which 2*'**2<2F it is important
that in some of the supported combinations of modulation
methods for which 2'**?<2f, a non-unitary matrix is used
as the precoding matrix in the method for regularly hopping
between precoding matrices.

As an example, the case in which two precoded signals
are transmitted by two antennas has been described, but the
present invention is not limited in this way. For example, N
modulated signals (signals based on the modulation method
before precoding) may be either modulated with the same
modulation method or, when modulated with different
modulation methods, the modulation level of the modulation
method for the i modulated signal may be 2% (where i=1,
2,...,N-1,N).

In this case, when the reception device uses ML calcula-
tion ((Max-log) APP based on ML calculation), the number
of candidate signal points in the IQ plane (received signal
points 1101 in FIG. 11) is 2"x2%x . . . x
2y .. x2N=pal+a2+ ... +ait ... +aN Aq described above, in
order to achieve excellent data reception quality while
reducing the circuit scale of the reception device, a threshold

2F may be provided for 291+42+ - - - +aix . .. +aN
Math 289
galta+..+ait..+aN _ oY B Condition #44

where

When a plurality of combinations of a modulation methods
satisfying Condition #44 are supported, in some of the
supported combinations of modulation methods satisfying
Condition #44, a non-unitary matrix are used as the precod-
ing matrix in the method for regularly hopping between
precoding matrices.

Math 290

palta+..+ait..+aN _ oY | B Condition #45

where

By using a unitary matrix in all of the combinations of
modulation methods satisfying Condition #45, then for all of
the modulation methods supported by the transmission sys-
tem, there is an increased probability of achieving the
advantageous effect whereby excellent data reception qual-
ity is achieved while reducing the circuit scale of the
reception device for any of the combinations of modulation
methods. (A non-unitary matrix may be used as the precod-
ing matrix in the method for regularly hopping between
precoding matrices in all of the supported combinations of
modulation methods satistfying Condition #44.)
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Embodiment 15

The present embodiment describes an example of a sys-
tem that adopts a method for regularly hopping between
precoding matrices using a multi-carrier transmission
method such as OFDM.

FIGS. 47A and 47B show an example according to the
present embodiment of frame structure in the time and
frequency domains for a signal transmitted by a broadcast
station (base station) in a system that adopts a method for
regularly hopping between precoding matrices using a
multi-carrier transmission method such as OFDM. (The
frame structure is set to extend from time $1 to time $T.)
FIG. 47A shows the frame structure in the time and fre-
quency domains for the stream s1 described in Embodiment
1, and FIG. 47B shows the frame structure in the time and
frequency domains for the stream s2 described in Embodi-
ment 1. Symbols at the same time and the same (sub)carrier
in stream s1 and stream s2 are transmitted by a plurality of
antennas at the same time and the same frequency.

In FIGS. 47A and 47B, the (sub)carriers used when using
OFDM are divided as follows: a carrier group #A composed
of (sub)carrier a-(sub)carrier a+Na, a carrier group #B
composed of (sub)carrier b-(sub)carrier b+Nb, a carrier
group #C composed of (sub)carrier c—(sub)carrier c+Nc, a
carrier group #D composed of (sub)carrier d—(sub)carrier
d+Nd, . . . . In each subcarrier group, a plurality of
transmission methods are assumed to be supported. By
supporting a plurality of transmission methods, it is possible
to effectively capitalize on the advantages of the transmis-
sion methods. For example, in FIGS. 47A and 47B, a spatial
multiplexing MIMO system, or a MIMO system with a fixed
precoding matrix is used for carrier group #A, a MIMO
system that regularly hops between precoding matrices is
used for carrier group #B, only stream sl is transmitted in
carrier group #C, and space-time block coding is used to
transmit carrier group #D.

FIGS. 48A and 48B show an example according to the
present embodiment of frame structure in the time and
frequency domains for a signal transmitted by a broadcast
station (base station) in a system that adopts a method for
regularly hopping between precoding matrices using a
multi-carrier transmission method such as OFDM. FIGS.
48A and 48B show a frame structure at a different time than
FIGS. 47A and 47B, from time $X to time $X+T". In FIGS.
48A and 48B, as in FIGS. 47A and 47B, the (sub)carriers
used when using OFDM are divided as follows: a carrier
group #A composed of (sub)carrier a—(sub)carrier a+Na, a
carrier group #B composed of (sub)carrier b—(sub)carrier
b+Nb, a carrier group #C composed of (sub)carrier c—(sub)
carrier c+Nc, a carrier group #D composed of (sub)carrier
d-(sub)carrier d+Nd, . . . . The difference between FIGS.
47A and 47B and FIGS. 48A and 48B is that in some carrier
groups, the transmission method used in FIGS. 47A and 47B
differs from the transmission method used in FIGS. 48A and
48B. In FIGS. 48 A and 48B, space-time block coding is used
to transmit carrier group #A, a MIMO system that regularly
hops between precoding matrices is used for carrier group
#B, a MIMO system that regularly hops between precoding
matrices is used for carrier group #C, and only stream s1 is
transmitted in carrier group #D.

Next, the supported transmission methods are described.

FIG. 49 shows a signal processing method when using a
spatial multiplexing MIMO system or a MIMO system with
a fixed precoding matrix. FIG. 49 bears the same numbers as
in FIG. 6.
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A weighting unit 600, which is a baseband signal in
accordance with a certain modulation method, receives as
inputs a stream sl(t) (307A), a stream s2(t) (307B), and
information 315 regarding the weighting method, and out-
puts a modulated signal z1(t) (309A) after weighting and a
modulated signal Z2(t) (309B) after weighting. Here, when
the information 315 regarding the weighting method indi-
cates a spatial multiplexing MIMO system, the signal pro-
cessing in method #1 of FIG. 49 is performed. Specifically,
the following processing is performed.

Math 291
) e 0 \sim (1 0y(slo) (1@ Equation 250
(22(1)]_ 0 e (sz(r)]‘(o 1](52(1)]‘(52(1)]

When a method for transmitting one modulated signal is
supported, from the standpoint of transmission power, Equa-
tion 250 may be represented as Equation 251.

Math 292
(zl(l)]_ (e 0 (slm]_
20/ Vzlo & fs2w)”

1 (1 0yslo)
ﬁ(o 1](52(1)]_

Equation 251

1
—s1(1)

V2

1
—s2(1)

V2

When the information 315 regarding the weighting
method indicates a MIMO system in which precoding
matrices are regularly hopped between, signal processing in
method #2, for example, of FIG. 49 is performed. Specifi-
cally, the following processing is performed.

Math 293
z1(n 1 &1 ax Y \es1(n Equation 252
(zZ(t) ] T Veil [w xel®l gl e ]( 520 ]

Here, 0,,, 0,,, A, and 9 are fixed values.

FIG. 50 shows the structure of modulated signals when
using space-time block coding. A space-time block coding
unit (5002) in FIG. 50 receives, as input, a baseband signal
based on a certain modulation signal. For example, the
space-time block coding unit (5002) receives symbol sl,
symbol s2, . . . as inputs. As shown in FIG. 50, space-time
block coding is performed, z1(5003A) becomes “sl as
symbol #07, “—s2* as symbol #0”, “s3 as symbol #2”, “-s4*

as symbol #3” . . ., and Z2(5003B) becomes “s2 as symbol
#0”, “s1* as symbol #17, “s4 as symbol #2”, “s3* as symbol
#3” .. .. Inthis case, symbol #X in z1 and symbol #X in 72

are transmitted from the antennas at the same time, over the
same frequency.

In FIGS. 47A, 47B, 48A, and 48B, only symbols trans-
mitting data are shown. In practice, however, it is necessary
to transmit information such as the transmission method,
modulation method, error correction method, and the like.
For example, as in FIG. 51, these pieces of information can
be transmitted to a communication partner by regular trans-
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mission with only one modulated signal z1. It is also
necessary to transmit symbols for estimation of channel
fluctuation, i.e. for the reception device to estimate channel
fluctuation (for example, a pilot symbol, reference symbol,
preamble, a Phase Shift Keying (PSK) symbol known at the
transmission and reception sides, and the like). In FIGS.
47A, 47B, 48A, and 48B, these symbols are omitted. In
practice, however, symbols for estimating channel fluctua-
tion are included in the frame structure in the time and
frequency domains. Accordingly, each carrier group is not
composed only of symbols for transmitting data. (The same
is true for Embodiment 1 as well.)

FIG. 52 is an example of the structure of a transmission
device in a broadcast station (base station) according to the
present embodiment. A transmission method determining
unit (5205) determines the number of carriers, modulation
method, error correction method, coding ratio for error
correction coding, transmission method, and the like for
each carrier group and outputs a control signal (5206).

A modulated signal generating unit #1 (5201_1) receives,
as input, information (5200_1) and the control signal (5206)
and, based on the information on the transmission method in
the control signal (5206), outputs a modulated signal z1
(5202_1) and a modulated signal 72 (5203_1) in the carrier
group #A of FIGS. 47A, 47B, 48A, and 48B.

Similarly, a modulated signal generating unit #2 (5201_2)
receives, as input, information (5200_2) and the control
signal (5206) and, based on the information on the trans-
mission method in the control signal (5206), outputs a
modulated signal z1 (5202_2) and a modulated signal 72
(5203_2) in the carrier group #B of FIGS. 47A, 47B, 48A,
and 48B.

Similarly, a modulated signal generating unit #3 (5201_3)
receives, as input, information (5200_3) and the control
signal (5206) and, based on the information on the trans-
mission method in the control signal (5206), outputs a
modulated signal z1 (5202_3) and a modulated signal 72
(5203_3) in the carrier group #C of FIGS. 47A, 47B, 48A,
and 48B.

Similarly, a modulated signal generating unit #4 (5201_4)
receives, as input, information (5200_4) and the control
signal (5206) and, based on the information on the trans-
mission method in the control signal (5206), outputs a
modulated signal z1 (5202_4) and a modulated signal 72
(5203_4) in the carrier group #D of FIGS. 47A, 47B, 48A,
and 48B.

While not shown in the figures, the same is true for
modulated signal generating unit #5 through modulated
signal generating unit #M-1.

Similarly, a modulated signal generating unit #M
(5201_M) receives, as input, information (5200_M) and the
control signal (5206) and, based on the information on the
transmission method in the control signal (5206), outputs a
modulated signal z1 (5202_M) and a modulated signal 72
(5203_M) in a certain carrier group.

An OFDM related processor (5207_1) receives, as inputs,
the modulated signal z1 (5202_1) in carrier group #A, the
modulated signal z1 (5202_2) in carrier group #B, the
modulated signal z1 (5202_3) in carrier group #C, the
modulated signal z1 (5202_4) in carrier group #D, . . ., the
modulated signal z1 (5202_M) in a certain carrier group #M,
and the control signal (5206), performs processing such as
reordering, inverse Fourier transform, frequency conver-
sion, amplification, and the like, and outputs a transmission
signal (5208 _1). The transmission signal (5208_1) is output
as a radio wave from an antenna (5209_1).
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Similarly, an OFDM related processor (5207_2) receives,
as inputs, the modulated signal z1 (5203_1) in carrier group
#A, the modulated signal z1 (5203_2) in carrier group #B,
the modulated signal z1 (5203_3) in carrier group #C, the
modulated signal z1 (5203_4) in carrier group #D, . . . , the
modulated signal z1 (5203_M) in a certain carrier group #M,
and the control signal (5206), performs processing such as
reordering, inverse Fourier transform, frequency conver-
sion, amplification, and the like, and outputs a transmission
signal (5208_2). The transmission signal (5208_2) is output
as a radio wave from an antenna (5209_2).

FIG. 53 shows an example of a structure of the modulated
signal generating units #1-#M in FIG. 52. An error correc-
tion encoder (5302) receives, as inputs, information (5300)
and a control signal (5301) and, in accordance with the
control signal (5301), sets the error correction coding
method and the coding ratio for error correction coding,
performs error correction coding, and outputs data (5303)
after error correction coding. (In accordance with the setting
of the error correction coding method and the coding ratio
for error correction coding, when using LDPC coding, turbo
coding, or convolutional coding, for example, depending on
the coding ratio, puncturing may be performed to achieve
the coding ratio.) An interleaver (5304) receives, as input,
error correction coded data (5303) and the control signal
(5301) and, in accordance with information on the inter-
leaving method included in the control signal (5301), reor-
ders the error correction coded data (5303) and outputs
interleaved data (5305).

A mapper (5306_1) receives, as input, the interleaved data
(5305) and the control signal (5301) and, in accordance with
the information on the modulation method included in the
control signal (5301), performs mapping and outputs a
baseband signal (5307_1).

Similarly, a mapper (5306_2) receives, as input, the
interleaved data (5305) and the control signal (5301) and, in
accordance with the information on the modulation method
included in the control signal (5301), performs mapping and
outputs a baseband signal (5307_2).

A signal processing unit (5308) receives, as input, the
baseband signal (5307_1), the baseband signal (5307_2),
and the control signal (5301) and, based on information on
the transmission method (for example, in this embodiment,
a spatial multiplexing MIMO system, a MIMO method
using a fixed precoding matrix, a MIMO method for regu-
larly hopping between precoding matrices, space-time block
coding, or a transmission method for transmitting only
stream s1) included in the control signal (5301), performs
signal processing. The signal processing unit (5308) outputs
a processed signal z1 (5309_1) and a processed signal z2
(5309_2). Note that when the transmission method for
transmitting only stream sl is selected, the signal processing
unit (5308) does not output the processed signal z2
(5309_2). Furthermore, in FIG. 53, one error correction
encoder is shown, but the present invention is not limited in
this way. For example, as shown in FIG. 3, a plurality of
encoders may be provided.

FIG. 54 shows an example of the structure of the OFDM
related processors (5207_1 and 5207_2) in FIG. 52. Ele-
ments that operate in a similar way to FIG. 14 bear the same
reference signs. A reordering unit (5402A) receives, as input,
the modulated signal z1 (5400_1) in carrier group #A, the
modulated signal z1 (5400_2) in carrier group #B, the
modulated signal z1 (5400_3) in carrier group #C, the
modulated signal z1 (5400_4) in carrier group #D, . . . , the
modulated signal z1 (5400_M) in a certain carrier group, and
a control signal (5403), performs reordering, and output
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reordered signals 1405A and 1405B. Note that in FIGS.
47A, 47B, 48 A, 48B, and 51, an example of allocation of the
carrier groups is described as being formed by groups of
subcarriers, but the present invention is not limited in this
way. Carrier groups may be formed by discrete subcarriers
at each time interval. Furthermore, in FIGS. 47A, 478, 48A,
48B, and 51, an example has been described in which the
number of carriers in each carrier group does not change
over time, but the present invention is not limited in this
way. This point will be described separately below.

FIGS. 55A and 55B show an example of frame structure
in the time and frequency domains for a method of setting
the transmission method for each carrier group, as in FIGS.
47A, 47B, 48A, 48B, and 51. In FIGS. 55A and 55B, control
information symbols are labeled 5500, individual control
information symbols are labeled 5501, data symbols are
labeled 5502, and pilot symbols are labeled 5503. Further-
more, FIG. 55A shows the frame structure in the time and
frequency domains for stream s1, and FIG. 55B shows the
frame structure in the time and frequency domains for
stream s2.

The control information symbols are for transmitting
control information shared by the carrier group and are
composed of symbols for the transmission and reception
devices to perform frequency and time synchronization,
information regarding the allocation of (sub)carriers, and the
like. The control information symbols are set to be trans-
mitted from only stream s1 at time $1.

The individual control information symbols are for trans-
mitting control information on individual subcarrier groups
and are composed of information on the transmission
method, modulation method, error correction coding
method, coding ratio for error correction coding, block size
of error correction codes, and the like for the data symbols,
information on the insertion method of pilot symbols, infor-
mation on the transmission power of pilot symbols, and the
like. The individual control information symbols are set to
be transmitted from only stream sl at time $1.

The data symbols are for transmitting data (information),
and as described with reference to FIGS. 47A through 50,
are symbols of one of the following transmission methods,
for example: a spatial multiplexing MIMO system, a MIMO
method using a fixed precoding matrix, a MIMO method for
regularly hopping between precoding matrices, space-time
block coding, or a transmission method for transmitting only
stream s1. Note that in carrier group #A, carrier group #B,
carrier group #C, and carrier group #D, data symbols are
shown in stream s2, but when the transmission method for
transmitting only stream sl is used, in some cases there are
no data symbols in stream s2.

The pilot symbols are for the reception device to perform
channel estimation, i.e. to estimate fluctuation correspond-
ing to h, (1), h,,(1), h,, (), and h,,(t) in Equation 36. (In this
embodiment, since a multi-carrier transmission method such
as an OFDM method is used, the pilot symbols are for
estimating fluctuation corresponding to h,, (t), h;,(t), h,, (1),
and h,,(t) in each subcarrier.) Accordingly, the PSK trans-
mission method, for example, is used for the pilot symbols,
which are structured to form a pattern known by the trans-
mission and reception devices. Furthermore, the reception
device may use the pilot symbols for estimation of fre-
quency offset, estimation of phase distortion, and time
synchronization.

FIG. 56 shows an example of the structure of a reception
device for receiving modulated signals transmitted by the
transmission device in FIG. 52. Elements that operate in a
similar way to FIG. 7 bear the same reference signs.
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In FIG. 56, an OFDM related processor (5600_X)
receives, as input, a received signal 702_X, performs pre-
determined processing, and outputs a processed signal
704_X. Similarly, an OFDM related processor (5600_Y)
receives, as input, a received signal 702_Y, performs pre-
determined processing, and outputs a processed signal
704_Y.

The control information decoding unit 709 in FIG. 56
receives, as input, the processed signals 704_X and 704_Y,
extracts the control information symbols and individual
control information symbols in FIGS. 55A and 55B to obtain
the control information transmitted by these symbols, and
outputs a control signal 710 that includes the obtained
information.

The channel fluctuation estimating unit 705_1 for the
modulated signal 71 receives, as inputs, the processed signal
704_X and the control signal 710, performs channel esti-
mation in the carrier group required by the reception device
(the desired carrier group), and outputs a channel estimation
signal 706_1.

Similarly, the channel fluctuation estimating unit 705_2
for the modulated signal 72 receives, as inputs, the processed
signal 704_X and the control signal 710, performs channel
estimation in the carrier group required by the reception
device (the desired carrier group), and outputs a channel
estimation signal 706_2.

Similarly, the channel fluctuation estimating unit 705_1
for the modulated signal 71 receives, as inputs, the processed
signal 704_Y and the control signal 710, performs channel
estimation in the carrier group required by the reception
device (the desired carrier group), and outputs a channel
estimation signal 708_1.

Similarly, the channel fluctuation estimating unit 705_2
for the modulated signal 72 receives, as inputs, the processed
signal 704_Y and the control signal 710, performs channel
estimation in the carrier group required by the reception
device (the desired carrier group), and outputs a channel
estimation signal 708_2.

The signal processing unit 711 receives, as inputs, the
signals 706_1,706_2,708_1,708_2,704_X, 704_Y, and the
control signal 710. Based on the information included in the
control signal 710 on the transmission method, modulation
method, error correction coding method, coding ratio for
error correction coding, block size of error correction codes,
and the like for the data symbols transmitted in the desired
carrier group, the signal processing unit 711 demodulates
and decodes the data symbols and outputs received data 712.

FIG. 57 shows the structure of the OFDM related pro-
cessors (5600_X, 5600_Y) in FIG. 56. A frequency con-
verter (5701) receives, as input, a received signal (5700),
performs frequency conversion, and outputs a frequency
converted signal (5702).

A Fourier transformer (5703) receives, as input, the
frequency converted signal (5702), performs a Fourier trans-
form, and outputs a Fourier transformed signal (5704).

As described above, when using a multi-carrier transmis-
sion method such as an OFDM method, carriers are divided
into a plurality of carrier groups, and the transmission
method is set for each carrier group, thereby allowing for the
reception quality and transmission speed to be set for each
carrier group, which yields the advantageous effect of con-
struction of a flexible system. In this case, as described in
other embodiments, allowing for choice of a method of
regularly hopping between precoding matrices offers the
advantages of obtaining high reception quality, as well as
high transmission speed, in an LOS environment. While in
the present embodiment, the transmission methods to which
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a carrier group can be set are “a spatial multiplexing MIMO
system, a MIMO method using a fixed precoding matrix, a
MIMO method for regularly hopping between precoding
matrices, space-time block coding, or a transmission method
for transmitting only stream s1”, but the transmission meth-
ods are not limited in this way. Furthermore, the space-time
coding is not limited to the method described with reference
to FIG. 50, nor is the MIMO method using a fixed precoding
matrix limited to method #2 in FIG. 49, as any structure with
a fixed precoding matrix is acceptable. In the present
embodiment, the case of two antennas in the transmission
device has been described, but when the number of antennas
is larger than two as well, the same advantageous effects
may be achieved by allowing for selection of a transmission
method for each carrier group from among “a spatial mul-
tiplexing MIMO system, a MIMO method using a fixed
precoding matrix, a MIMO method for regularly hopping
between precoding matrices, space-time block coding, or a
transmission method for transmitting only stream s1”.

FIGS. 58A and 58B show a method of allocation into
carrier groups that differs from FIGS. 47A, 47B, 48A, 48B,
and 51. In FIGS. 47A, 47B, 48A, 48B, 51, 55A, and 55B,
carrier groups have described as being formed by groups of
subcarriers. In FIGS. 58A and 58B, on the other hand, the
carriers in a carrier group are arranged discretely. FIGS. 58A
and 58B show an example of frame structure in the time and
frequency domains that differs from FIGS. 47A, 47B, 48A,
48B, 51, 55A, and 55B. FIGS. 58A and 58B show the frame
structure for carriers 1 through H, times $1 through $K.
Elements that are similar to FIGS. 55A and 55B bear the
same reference signs. Among the data symbols in FIGS. 58 A
and 58B, the “A” symbols are symbols in carrier group A,
the “B” symbols are symbols in carrier group B, the “C”
symbols are symbols in carrier group C, and the “D”
symbols are symbols in carrier group D. The carrier groups
can thus be similarly implemented by discrete arrangement
along (sub)carriers, and the same carrier need not always be
used in the time domain. This type of arrangement yields the
advantageous effect of obtaining time and frequency diver-
sity gain.

In FIGS. 47A, 47B, 48A, 48B, 51, 58A, and 58B, the
control information symbols and the individual control
information symbols are allocated to the same time in each
carrier group, but these symbols may be allocated to differ-
ent times. Furthermore, the number of (sub)carriers used by
a carrier group may change over time.

Embodiment 16

Like Embodiment 10, the present embodiment describes
a method for regularly hopping between precoding matrices
using a unitary matrix when N is an odd number.

In the method of regularly hopping between precoding
matrices over a period (cycle) with 2N slots, the precoding
matrices prepared for the 2N slots are represented as fol-
lows.

Math 294

fori=0,1,2,... ,N-2,N-1: Equation 253
1 1) g P11+

Flil =

Va2 +1 Laxefn®

IB21(r+2em)

Let o be a fixed value (not depending on i), where a>0.
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fori=N,N+1,N+2,... ,2N-2,2N —1: Equation 254
1 axef® i D
Flil = o o o
Vaz+1 21 o x i1 (AT

Let a be a fixed value (not depending on i), where c>0.
(Let the a in Equation 253 and the o in Equation 254 be the
same value.)

From Condition #5 (Math 106) and Condition #6 (Math
107) in Embodiment 3, the following conditions are impor-
tant in Equation 253 for achieving excellent data reception
quality.

Math 296
Condition #46

FOUCIOUEJOUCGH-RUCD for Y Wy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)
Math 297
Condition #47

FOUD 82T JOUEI-826) for W Wy
(v=y; x,=0,1,2, . . . ,N-2,N-1)

(xis0,1,2,...,N-2,N-1;yis 0, 1,2, ..., N=-2, N-1;
and x=y.)

Addition of the following condition is considered.
Math 298
Condition #48

0,,(x)=0,,(x+N) for Vx (x=0,1,2, .. . N-2,N-1)
and

05,(»)=02,(+N) for Vy (y=0,1,2, ... ,N-2,N-1)

Next, in order to distribute the poor reception points
evenly with regards to phase in the complex plane, as
described in Embodiment 6, Condition #49 and Condition
#50 are provided.

Math 299

OG-0t o Condition #49
PRI )

forVx(x=0,1,2,... ,N=2)

Math 300

I 011 )= 1) oo Condition #50
PRI W)

forVx(x=0,1,2,... ,N=2)

In other words, Condition #49 means that the difference
in phase is 27/N radians. On the other hand, Condition #50
means that the difference in phase is —2nt/N radians.

Letting 6,,(0)-6,,(0)=0 radians, and letting a>1, the
distribution of poor reception points for s1 and for s2 in the
complex plane for N=3 is shown in FIGS. 60A and 60B. As
is clear from FIGS. 60A and 60B, in the complex plane, the
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minimum distance between poor reception points for sl is
kept large, and similarly, the minimum distance between
poor reception points for s2 is also kept large. Similar
conditions are created when a<1. Furthermore, upon com-
parison with FIGS. 45A and 45B in Embodiment 10, making
the same considerations as in Embodiment 9, the probability
of a greater distance between poor reception points in the
complex plane increases when N is an odd number as
compared to when N is an even number. However, when N
is small, for example when Nx<16, the minimum distance
between poor reception points in the complex plane can be
guaranteed to be a certain length, since the number of poor
reception points is small. Accordingly, when N<16, even if
N is an even number, cases do exist where data reception
quality can be guaranteed.

Therefore, in the method for regularly hopping between
precoding matrices based on Equations 253 and 254, when
N is set to an odd number, the probability of improving data
reception quality is high. Precoding matrices F[0]-F[2N-1]
are generated based on Equations 253 and 254 (the precod-
ing matrices F[O]-F[2N-1] may be in any order for the 2N
slots in the period (cycle)). Symbol number 2Ni may be
precoded using F[0], symbol number 2Ni+1 may be pre-
coded using F[1], . . ., and symbol number 2Nxi+h may be
precoded using F[h], for example (h=0, 1, 2, . . ., 2N-2,
2N-1). (In this case, as described in previous embodiments,
precoding matrices need not be hopped between regularly.)
Furthermore, when the modulation method for both s1 and
s21is 16QAM, if a is set as in Equation 233, the advantageous
effect of increasing the minimum distance between
16x16=256 signal points in the 1Q plane for a specific LOS
environment may be achieved.

The following conditions are possible as conditions dif-
fering from Condition #48:

Math 301
Condition #51

SOUD AN JOUGOUGTD) for Y Yy

(x=y; x,y=N,N+1,N+2, . . . 2N-2,2N-1)
(where x is N, N+1, N+2, . . ., 2N-2, 2N-1; y is N, N+1,
N+2, ..., 2N-2, 2N-1; and x=y.)
Math 302

Condition #52

FOUD AR JOUGIBUD for Vi
(x=y; x,y=N,N+1,N+2, . . . 2N-2,2N-1)

(where x is N, N+1, N+2, . . ., 2N-2, 2N-1; y is N, N+1,
N+2, ..., 2N-2, 2N-1; and x=y.)

In this case, by satisfying Condition #46, Condition #47,
Condition #51, and Condition #52, the distance in the
complex plane between poor reception points for sl is
increased, as is the distance between poor reception points
for s2, thereby achieving excellent data reception quality.

In the present embodiment, the method of structuring 2N
different precoding matrices for a precoding hopping
method with a 2N-slot time period (cycle) has been
described. In this case, as the 2N different precoding matri-
ces, F[O], F[1], F[2], . . ., F[2N-2], F[2N-1] are prepared.
In the present embodiment, an example of a single carrier
transmission method has been described, and therefore the
case of arranging symbols in the order F[0], F[1],
F[2], . . ., F[2N-2], F[2N-1] in the time domain (or the
frequency domain) has been described. The present inven-
tion is not, however, limited in this way, and the 2N different
precoding matrices F[O], F[1], F[2], . . ., F[2N-2], F[2N-1]
generated in the present embodiment may be adapted to a
multi-carrier transmission method such as an OFDM trans-
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mission method or the like. As in Embodiment 1, as a
method of adaption in this case, precoding weights may be
changed by arranging symbols in the frequency domain and
in the frequency-time domain. Note that a precoding hop-
ping method with a 2N-slot time period (cycle) has been
described, but the same advantageous effects may be
obtained by randomly using 2N different precoding matri-
ces. In other words, the 2N different precoding matrices do
not necessarily need to be used in a regular period (cycle).

Furthermore, in the precoding matrix hopping method
over an H-slot period (cycle) (H being a natural number
larger than the number of slots 2N in the period (cycle) of
the above method of regularly hopping between precoding
matrices), when the 2N different precoding matrices of the
present embodiment are included, the probability of excel-
lent reception quality increases.

Embodiment Al

In the present Embodiment, data is transmitted hierarchi-
cally, and a transmission method adopting the method of
regularly switching between precoding matrices described
in Embodiments 1-16 is described in detail.

FIGS. 61 and 62 are an example, according to the present
embodiment, of the structure of a transmission device in a
broadcast station. An error correction encoder (6101_1) for
a base stream (base layer) receives information (6100_1) of
the base stream (base layer) as input, performs error cor-
rection coding, and outputs encoded information (6102_1)
of the base stream (base layer).

An error correction encoder (6101_2) for an enhancement
stream (enhancement layer) receives information (6100_2)
of the enhancement stream (enhancement layer) as input,
performs error correction coding, and outputs encoded infor-
mation (6102_2) of the enhancement stream (enhancement
layer).

An interleaver (6103_1) receives the encoded information
(6102_1) of the base stream (base layer) as input, applies
interleaving, and outputs interleaved, encoded data
(6104_1).

Similarly, an interleaver (6103_2) receives the encoded
information (6102_2) on the enhancement stream (enhance-
ment layer) as input, applies interleaving, and outputs inter-
leaved, encoded data (6104_2).

A mapper (6105_1) receives the interleaved, encoded data
(6104_1) and an information signal regarding the transmis-
sion method (6111) as input, performs modulation in accor-
dance with a predetermined modulation method based on the
transmission method indicated by the information signal
regarding the transmission method (6111), and outputs a
baseband signal (6106_1) (corresponding to s,(t) (307A) in
FIG. 3) and a baseband signal (6106_2) (corresponding to
$,(1) (307B) in FIG. 3). The information (6111) regarding the
transmission method is, for example, information such as the
transmission system for hierarchical transmission (the
modulation method, the transmission method, and informa-
tion on precoding matrices used when adopting a transmis-
sion method that regularly switches between precoding
matrices), the error correction coding method (type of cod-
ing, coding rate), and the like.

Similarly, a mapper (6105_2) receives the interleaved,
encoded data (6104_2) and the information signal regarding
the transmission method (6111) as input, performs modula-
tion in accordance with a predetermined modulation method
based on the transmission method indicated by the informa-
tion signal regarding the transmission method (6111), and
outputs a baseband signal (6107_1) (corresponding to s, (t)
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(307A) in FIG. 3) and a baseband signal (6107_2) (corre-
sponding to s,(t) (307B) in FIG. 3).

A precoder (6108_1) receives the baseband signal
(6106_1) (corresponding to s,(t) (307A) in FIG. 3), the
baseband signal (6106_2) (corresponding to s,(t) (307B) in
FIG. 3), and the information signal regarding the transmis-
sion method (6111) as input, performs precoding based on
the method of regularly switching between precoding matri-
ces as indicated by the information signal regarding the
transmission method (6111), and outputs a precoded base-
band signal (6109_1) (corresponding to z,(t) (309A) in FIG.
3) and a precoded baseband signal (6109_2) (corresponding
to 7z,(t) (309B) in FIG. 3).

Similarly, a precoder (6108_2) receives the baseband
signal (6107_1) (corresponding to s,(t) (307A) in FIG. 3),
the baseband signal (6107_2) (corresponding to s,(t) (307B)
in FIG. 3), and the information signal regarding the trans-
mission method (6111) as input, performs precoding based
on the method of regularly switching between precoding
matrices as indicated by the information signal regarding the
transmission method (6111), and outputs a precoded base-
band signal (6110_1) (corresponding to z,(t) (309A) in FIG.
3) and a precoded baseband signal (6110_2) (corresponding
to 7z,(t) (309B) in FIG. 3).

In FIG. 62, a reordering unit (6200_1) receives the
precoded baseband signal (6109_1) and the precoded base-
band signal (6110_1) as input, performs reordering, and
outputs a reordered, precoded baseband signal (6201_1).

Similarly, a reordering unit (6200_2) receives the pre-
coded baseband signal (6109_2) and the precoded baseband
signal (6110_2) as input, performs reordering, and outputs a
reordered, precoded baseband signal (6201_2).

An OFDM related processor (6202_1) receives the reor-
dered, precoded baseband signal (6201_1), applies the signal
processing described in Embodiment 1, and outputs a trans-
mission signal (6203_1). The transmission signal (6203_1)
is output from an antenna (6204_1).

Similarly, an OFDM related processor (6202_2) receives
the reordered, precoded baseband signal (6201_2), applies
the signal processing described in Embodiment 1, and
outputs a transmission signal (6203_2). The transmission
signal (6203_2) is output from an antenna (6204_2).

FIG. 63 illustrates operations of the precoder (6108_1) in
FIG. 61. The precoder (6108_1) regularly switches between
precoding matrices, and the structure and operations of the
precoder (6108 _1) are similar to the structure and operations
described in FIGS. 3, 6, 22, and the like. Since FIG. 61
illustrates the precoder (6108_1), FIG. 63 shows operations
for weighting of the base stream (base layer). As shown in
FIG. 63, when the precoder 6108_1 performs weighting, i.e.
when the precoder 6108_1 generates a precoded baseband
signal by performing precoding, z,(t) and z,(t) are generated
as a result of precoding that regularly switches between
precoding matrices. The precoding of the base stream (base
layer) is set to an eight-slot period (cycle) over which the
precoding matrix is switched. The precoding matrices for
weighting are represented as F[0], F[1], F[2], F[3], F[4],
F[5], F[6], and F[7]. The symbols in the precoded signals
7, (1) and z,(t) are represented as 6301 and 6302. In FIG. 63,
a symbol is represented as “B #X F[Y]”, which refers to the
X% symbol in the base stream (base layer) being precoded
with the F[ Y] precoding matrix (where Y is any integer from
0to 7).

FIG. 64 illustrates operations of the precoder (6108_2) in
FIG. 61. The precoder (6108_2) regularly switches between
precoding matrices, and the structure and operations of the
precoder (6108_2) are similar to the structure and operations



US 9,467,215 B2

105

described in FIGS. 3, 6, 22, and the like. Since FIG. 61
illustrates the precoder (6108_2), FIG. 64 shows operations
for weighting of the enhancement stream (enhancement
layer). As shown in FIG. 64, when the precoder 6108_2
performs weighting, i.e. when the precoder 6108_2 gener-
ates a precoded baseband signal by performing precoding,
7,(t) and z,(t) are generated as a result of precoding that
regularly switches between precoding matrices. The precod-
ing of the enhancement stream (enhancement layer) is set to
a four-slot period (cycle) over which the precoding matrix is
switched. The precoding matrices for weighting are repre-
sented as f]0], f[1], f]2], and {]3]. The symbols in the
precoded signals z,(t) and z,(t) are represented as 6403 and
6404. In FIG. 64, a symbol is represented as “E #X {]Y]”,
which refers to the X* symbol in the enhancement stream
(enhancement layer) being precoded with the f]Y] precoding
matrix (where Y is any integer from O to 4).

FIGS. 65A and 65B show the method of reordering
symbols in the reordering unit (6200_1) and the reordering
unit (6200_2) in FIG. 62. The reordering unit (6200_1) and
the reordering unit (6200_2) arrange symbols shown in
FIGS. 63 and 64 in the frequency and time domain as shown
in FIGS. 65A and 65B. During transmission, symbols in the
same (sub)carrier and at the same time are transmitted at the
same frequency and at the same time from different anten-
nas. Note that the arrangement of symbols in the frequency
and the time domains as shown in FIGS. 65A and 65B is
only an example. Symbols may be arranged based on the
method described in Embodiment 1.

When the base stream (base layer) and the enhancement
stream (enhancement layer) are transmitted, it is necessary
for the reception quality of data in the base stream (base
layer) to be made higher than the reception quality of data
in the enhancement stream (enhancement layer), due to the
nature of the streams (layers). Therefore, as in the present
embodiment, when using a method of regularly switching
between precoding matrices, the modulation method when
transmitting the base stream (base layer) is set to differ from
the modulation method when transmitting the enhancement
stream (enhancement layer). For example, it is possible to
use one of modes #1-#5 as in Table 3.

TABLE 3

Modulation method for

Modulation method for enhancement stream

Mode base stream (layer) (layer)
Mode #1 QPSK 16QAM
Mode #2 QPSK 64QAM
Mode #3 QPSK 256QAM
Mode #4 16QAM 64QAM
Mode #5 16QAM 256QAM

By correspondingly setting the method of regularly
switching between precoding matrices used when transmit-
ting the base stream (base layer) to differ from the method
of regularly switching between precoding matrices used
when transmitting the enhancement stream (enhancement
layer), it is possible for the reception quality of data in the
reception device to improve, or to simplify the structure of
the transmission device and the reception device. As an
example, as shown in FIGS. 63 and 64, when using a method
of modulating by modulation level (the number of signal
points in the 1Q plane), it may be better for methods of
regularly switching between precoding matrices to differ.
Therefore, a method for setting the periods (cycles) in the
method of regularly switching between precoding matrices
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used when transmitting the base stream (base layer) to differ
from the periods (cycles) in the method of regularly switch-
ing between precoding matrices used when transmitting the
enhancement stream (enhancement layer) is effective, since
this method for setting improves reception quality of data in
the reception device or simplifies the structure of the trans-
mission device and the reception device. Alternatively, the
method of structuring the precoding matrices in the method
of regularly switching between precoding matrices used
when transmitting the base stream (base layer) may be made
to differ from the method of regularly switching between
precoding matrices used when transmitting the enhancement
stream (enhancement layer). Accordingly, the method of
switching between precoding matrices is set as shown in
Table 4 for each of the modes that can be set for the
modulation methods of the streams (layers) in Table 3. (In
Table 4, A, B, C, and D indicate different methods of
switching between precoding matrices.)

TABLE 4

Base stream (layer) Extension stream (layer)

method of switching method of switching

modulation between precoding modulation between precoding
Mode method matrices method matrices
Mode QPSK A 16QAM B
Mtlde QPSK A 64QAM C
Mtzde QPSK A 256QAM D
Mfde 16QAM B 64QAM C
Mﬁiie 16QAM B 256QAM D
#5

Accordingly, in the transmission device for the broadcast
station in FIGS. 61 and 62, when the modulation method is
switched in the mappers (6105_1 and 6105_2), the precod-
ing method is switched in the precoders (6108_1 and
6108_2). Note that Table 4 is no more than an example. The
method of switching between precoding matrices may be the
same even if the modulation method differs. For example,
the method of switching between precoding matrices may be
the same for 64QAM and for 256QAM. The important point
is that there be at least two methods of switching between
precoding matrices when a plurality of modulation methods
are supported. This point is not limited to use of hierarchical
transmission; by establishing the above relationship between
the modulation method and the method of switching
between precoding matrices even when not using hierarchi-
cal transmission, it is possible for the reception quality of
data in the reception device to improve, or to simplify the
structure of the transmission device and the reception
device.

It is possible for a system not only to support hierarchical
transmission exclusively, but also to support transmission
that is not hierarchical. In this case, when transmission is not
hierarchical, in FIGS. 61 and 62, operations of the functional
units related to the enhancement stream (enhancement layer)
are stopped, and only the base stream (base layer) is trans-
mitted. Table 5 corresponds to Table 4 and shows, for this
case, correspondence between the settable mode, modula-
tion method, and method of switching between precoding
matrices.
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TABLE 5

Base stream (layer) Extension stream (layer)

method of method of
switching switching
between between
modulation precoding modulation precoding
Mode method matrices method matrices
Mode #1 QPSK A 16QAM B
Mode #2 QPSK A 64QAM C
Mode #3 QPSK A 256QAM D
Mode #4 16QAM B 64QAM C
Mode #5 16QAM B 256QAM D
Mode #6 QPSK A
Mode #7 16QAM B
Mode #8 64QAM C
Mode #9 256QAM D
Mode #10 1024QAM E

In Table 5, modes #1-#5 are the modes used for hierar-
chical transmission, and modes #6-#10 are the modes when
transmission is not hierarchical. In this case, the method of
switching between precoding matrices is set appropriately
for each mode.

Next, operations of the reception device when supporting
hierarchical transmission are described. The structure of the
reception device in the present Embodiment may be the
structure in FIG. 7 described in Embodiment 1. In this case,
the structure of the signal processing unit 711 of FIG. 7 is
shown in FIG. 66.

In FIG. 66, 6601X is a channel estimation signal corre-
sponding to the channel estimation signal 706_1 in FIG. 7.
6602X is a channel estimation signal corresponding to the
channel estimation signal 706_2 in FIG. 7. 6603X is a
baseband signal corresponding to the baseband signal
704_X in FIG. 7. 6604 is a signal regarding information on
the transmission method indicated by the transmission
device and corresponds to the signal 710 regarding infor-
mation on the transmission method indicated by the trans-
mission device.

6601Y is a channel estimation signal corresponding to the
channel estimation signal 708_1 in FIG. 7. 6602Y is a
channel estimation signal corresponding to the channel
estimation signal 708_2 in FIG. 7. 6603Y is a baseband
signal corresponding to the baseband signal 704_Y in FIG.
7.

A signal sorting unit (6605) receives the channel estima-
tion signals (6601X, 6602X, 6601Y, 6602Y), the baseband
signals (6603X, 6603Y), and the signal regarding informa-
tion on the transmission method indicated by the transmis-
sion device (6604) as input, and based on the signal regard-
ing information on the transmission method indicated by the
transmission device (6604), sorts the input into signals
related to the base stream (base layer) and information of the
enhancement stream (enhancement layer), outputting chan-
nel estimation signals for the base stream (6606_1, 6607_1,
6609_1, and 6610_1), baseband signals for the base stream
(6608_1, 6611_1), channel estimation signals for the
enhancement stream (6606_2, 6607_2, 6609_2., and
6610_2), and baseband signals for the enhancement stream
(6608_2, 6611_2).

A detection and log-likelihood ratio calculation unit
(6612_1) is a processing unit for the base stream (base layer)
that receives the channel estimation signals for the base
stream (6606_1, 6607_1, 6609_1, and 6610_1), baseband
signals for the base stream (6608_1, 6611_1), and the signal
regarding information on the transmission method indicated
by the transmission device (6604) as input, estimates the
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modulation method and the method of switching between
precoding matrices used for the base stream (base layer)
from the signal regarding information on the transmission
method indicated by the transmission device (6604), and
based on the modulation method and the method of switch-
ing, decodes the precoding, calculates the log-likelihood
ratio for each bit, and outputs a log-likelihood ratio signal
(6613_1). Note that the detection and log-likelihood ratio
calculation unit (6612_1) performs detection and decoding
of precoding and outputs a log-likelihood ratio signal even
for modes #6-#10 for which no enhancement stream (en-
hancement layer) exists in Table 5.

A detection and log-likelihood ratio calculation unit
(6612_2) is a processing unit for the enhancement stream
(enhancement layer) that receives the channel estimation
signals for the enhancement stream (6606_2, 6607 _2,
6609_2, and 6610_2), baseband signals for the enhancement
stream (6608_2, 6611_2), and the signal regarding informa-
tion on the transmission method indicated by the transmis-
sion device (6604) as input, estimates the modulation
method and the method of switching between precoding
matrices used for the enhancement stream (enhancement
layer) from the signal regarding information on the trans-
mission method indicated by the transmission device (6604),
and based on the modulation method and the method of
switching, decodes the precoding, calculates the log-likeli-
hood ratio for each bit, and outputs a log-likelihood ratio
signal (6613_2). Note that operations are stopped for modes
#6-#10 for which no enhancement stream (enhancement
layer) exists in Table 5.

In the transmission device described with reference to
FIGS. 61 and 62, only the method of hierarchical transmis-
sion has been described, but in practice, in addition to
information on the method for hierarchical transmission, it
is also necessary to transmit, to the reception device, infor-
mation regarding the transmission method for hierarchical
transmission (the modulation method, the transmission
method, and information on precoding matrices used when
adopting a transmission method that regularly switches
between precoding matrices), the error correction coding
method (type of coding, coding rate), and the like. Further-
more, in the reception device, pilot symbols, reference
symbols, and preambles for channel estimation (estimation
of fluctuations in the channel), frequency synchronization,
frequency offset estimation, and signal detection have a
frame structure existing in a separately transmitted signal.
Note that this is true not only for Embodiment A1, but also
for Embodiment A2 and subsequent embodiments.

A deinterleaver (6614_1) receives the log-likelihood ratio
signal (6613_1) as input, reorders the signal, and outputs a
deinterleaved log-likelihood ratio signal (6615_1).

Similarly, a deinterleaver (6614_2) receives the log-like-
lihood ratio signal (6613_2) as input, reorders the signal, and
outputs a deinterleaved log-likelihood ratio signal (6615_2).

A decoder (6616_1) receives the deinterleaved log-like-
lihood ratio signal (6615_1) as input, performs error cor-
rection decoding, and outputs received information
(6617_1).

Similarly, a decoder (6616_2) receives the deinterleaved
log-likelihood ratio signal (6615_2) as input, performs error
correction decoding, and outputs received information
(6617_2).

When a transmission mode exists, as in Table 5, the
following methods are possible.

As described in Embodiment 1, the transmission device
transmits information regarding the precoding matrices used
in the method of switching between precoding matrices. The
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detection and log-likelihood ratio calculation units (6612_1
and 6612_2) obtain this information and decode the precod-
ing.

As described in Embodiment 7, the transmission and
reception devices share the information in Table 5 before-
hand, and the transmission device transmits information on
the mode. Based on Table 5, the reception device estimates
the precoding matrices used in the method of switching
between precoding matrices and decodes the precoding.

As described above, in the case of hierarchical transmis-
sion, using the above methods of switching between pre-
coding matrices achieves the effect of improving reception
quality of data.

The present embodiment has described examples of four-
slot and eight-slot periods (cycles) in the method of regu-
larly switching between precoding matrices, but the periods
(cycles) are not limited in this way. Accordingly, for a
precoding hopping method with an N-slot period (cycle), N
different precoding matrices are necessary. In this case, F[0],
F[1], F[2], . . ., F[N=2], F[N-1] are prepared as the N
different precoding matrices. In the present embodiment,
these have been described as being arranged in the fre-
quency domain in the order of F[O], F[1], F[2], ..., F[N-2],
F[N-1], but arrangement is not limited in this way. With N
different precoding matrices F[0], F[1], F[2], . . ., F[N=2],
F[N-1] generated in the present Embodiment, precoding
weights may be changed by arranging symbols in the time
domain or in the frequency/time domains as in Embodiment
1. Note that a precoding hopping method with an N-slot
period (cycle) has been described, but the same advanta-
geous effects may be obtained by randomly using N different
precoding matrices. In other words, the N different precod-
ing matrices do not necessarily need to be used in a regular
period (cycle).

In Table 5, as an example of when transmission is not
hierarchical, it has been described that for some modes, a
hierarchical transmission method is not used in the method
of regularly switching between precoding matrices, but
modes are not limited in this way. As described in Embodi-
ment 15, a spatial multiplexing MIMO system, a MIMO
system in which precoding matrices are fixed, a space-time
block coding method, and a one-stream-only transmission
mode may exist separately from the hierarchical transmis-
sion method described in the present embodiment, and the
transmission device (broadcast station, base station) may
select the transmission method from among these modes. In
this case, in the spatial multiplexing MIMO system, the
MIMO system in which precoding matrices are fixed, the
space-time block coding method, and the one-stream-only
transmission mode, both transmission that is hierarchical
and transmission that is not hierarchical may be supported.
Modes that use other transmission methods may also exist.
The present embodiment may also be adapted to Embodi-
ment 15 so that the hierarchical transmission method that
uses the method of regularly switching between precoding
matrices, as described in the present Embodiment, is used in
any of the (sub)carriers in Embodiment 15.

Embodiment A2

In Embodiment Al, a method of achieving hierarchical
transmission with methods of regularly switching between
precoding matrices has been described. In the present
embodiment, a different way of achieving hierarchical trans-
mission is described.

FIGS. 67 and 68 show the structure of a transmission
device when performing the hierarchical transmission of the
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present embodiment. Constituent elements that are the same
as in FIGS. 61 and 62 are labeled with the same reference
signs. The difference between FIG. 67 and FIG. 61 is that the
precoder 6108_1 is not provided. The present embodiment
differs from Embodiment A1 in that the base stream (layer)
is not precoded.

In FIG. 67, the mapper (6105_1) receives the interleaved,
encoded data (6104_1) and the information signal regarding
the transmission method (6111) as input, performs mapping
according to a predetermined modulation method based on
the information signal regarding the transmission method
(6111), and outputs a baseband signal (6700).

In FIG. 68, the reordering unit (6200_1) receives the
baseband signal (6700), the precoded baseband signal
(6110_1), and the information signal regarding the trans-
mission method (6111) as input, performs reordering based
on the information signal regarding the transmission method
(6111), and outputs the reordered baseband signal (6201_1).

The reordering unit (6200_2) receives the precoded base-
band signal (6110_2) and the information signal regarding
the transmission method (6111) as input, performs reorder-
ing based on the information signal regarding the transmis-
sion method (6111), and outputs the reordered baseband
signal (6201_2).

FIG. 69 shows an example of symbol structure in the
baseband signal of FIG. 67. The symbol group is labeled
6901. In the symbol group (6901), symbols are represented
as “B #X”, which refers to the “X” symbol in the base
stream (base layer)”. Note that the structure of symbols in
the enhancement stream (enhancement layer) is as shown in
FIG. 64.

FIGS. 70A and 70B show the method of reordering in the
reordering unit (6200_1) and the reordering unit (6200_2) in
FIG. 68. Symbols shown in FIGS. 64 and 69 are arranged in
the frequency and time domain as shown in FIGS. 70A and
70B. In FIGS. 70A and 70B, a “~” indicates that no symbol
exists. During transmission, symbols in the same (sub)
carrier and at the same time are transmitted at the same
frequency and at the same time from different antennas.
Note that the arrangement of symbols in the frequency and
the time domains as shown in FIGS. 70A and 70B is only an
example. Symbols may be arranged based on the method
described in Embodiment 1.

When the base stream (base layer) and the enhancement
stream (enhancement layer) are transmitted, it is necessary
for the reception quality of data in the base stream (base
layer) to be made higher than the reception quality of data
in the enhancement stream (enhancement layer), due to the
nature of the streams (layers). Therefore, as in the present
embodiment, when transmitting the base stream, the recep-
tion quality of data is guaranteed by transmitting using only
the modulated signal z, (i.e. without transmitting the modu-
lated signal z,). Conversely, when transmitting the enhance-
ment stream, hierarchical transmission is implemented by
using a method of regularly switching between precoding
matrices, since improvement of transmission speed is pri-
oritized. For example, it is possible to use one of modes
#1-#9 as in Table 6.

TABLE 6
Modulation method for
Modulation method for enhancement stream
Mode base stream (layer) (layer)
Mode #1 QPSK 16QAM
Mode #2 QPSK 64QAM
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TABLE 6-continued

Modulation method for

Modulation method for enhancement stream

Mode base stream (layer) (layer)

Mode #3 QPSK 256QAM
Mode #4 16QAM 16QAM
Mode #5 16QAM 64QAM
Mode #6 16QAM 256QAM
Mode #7 64QAM 64QAM
Mode #8 64QAM 256QAM
Mode #9 256QAM 256QAM

The characteristic feature of Table 6 is that the modulation
method for the base stream (base layer) and the modulation
method for the enhancement stream (enhancement layer)
may be set the same. This is because even if the modulation
method is the same, the transmission quality that can be
guaranteed for the base stream (base layer) and the trans-
mission quality that can be guaranteed for the enhancement
stream (enhancement layer) differ, since different transmis-
sion methods are used for the two streams (layers).

The structure of a transmission device according to the
present embodiment is shown in FIGS. 7 and 66. The
difference from the operations in Embodiment A1 is that the
detection and log-likelihood ratio calculation unit (6612_1)
in FIG. 66 does not decode precoding.

In the enhancement stream (enhancement layer), a
method of regularly switching between precoding matrices
is used. As long as information regarding the precoding
method used by the transmission device is transmitted, the
reception device can identify the precoding method used by
acquiring this information. If the transmission and reception
devices share the information in Table 6, another method is
for the reception device to identify the precoding method
used for the enhancement stream (enhancement layer) by
acquiring mode information transmitted by the transmission
device. Accordingly, the reception device in FIG. 66 can
acquire the log-likelihood ratio for each bit by having the
detection and log-likelihood ratio calculation unit change the
signal processing method. Note that settable modes have
been described with reference to Table 6, but modes are not
limited in this way. The present embodiment may be simi-
larly achieved using the modes for transmission methods
described in Embodiment 8 or modes for transmission
methods described in subsequent embodiments.

As described above, in the case of hierarchical transmis-
sion, using the above methods of switching between pre-
coding matrices achieves the effect of improving reception
quality of data in the reception device.

The periods (cycles) of switching between precoding
matrices in the method of regularly switching between
precoding matrices are not limited as above in the present
embodiment. For a precoding hopping method with an
N-slot period (cycle), N different precoding matrices are
necessary. In this case, F[0], F[1], F[2], .. ., F[N=2], F[N-1]
are prepared as the N different precoding matrices. In the
present embodiment, these have been described as being
arranged in the frequency domain in the order of F[O], F[1],
F[2], ..., FIN=2], F[N-1], but arrangement is not limited
in this way. With N different precoding matrices F[0], F[1],
F[2],. .., F[N-2], F[N-1] generated in the present Embodi-
ment, precoding weights may be changed by arranging
symbols in the time domain or in the frequency/time
domains as in Embodiment 1. Note that a precoding hopping
method with an N-slot period (cycle) has been described, but
the same advantageous effects may be obtained by randomly
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using N different precoding matrices. In other words, the N
different precoding matrices do not necessarily need to be
used in a regular period (cycle).

Furthermore, Table 6 has been described as listing modes
for methods of hierarchical transmission in the present
embodiment, but modes are not limited in this way. As
described in Embodiment 15, a spatial multiplexing MIMO
system, a MIMO system in which precoding matrices are
fixed, a space-time block coding method, a one-stream-only
transmission mode, and modes for methods of regularly
switching between precoding matrices may exist separately
from the hierarchical transmission method described in the
present embodiment, and the transmission device (broadcast
station, base station) may select the transmission method
from among these modes. In this case, in the spatial multi-
plexing MIMO system, the MIMO system in which precod-
ing matrices are fixed, the space-time block coding method,
the one-stream-only transmission mode, and the modes for
methods of regularly switching between precoding matrices,
both transmission that is hierarchical and transmission that
is not hierarchical may be supported. Modes that use other
transmission methods may also exist. The present embodi-
ment may also be adapted to Embodiment 15 so that the
hierarchical transmission method described in the present
Embodiment is used in any of the (sub)carriers in Embodi-
ment 15.

Embodiment A3

The present embodiment describes hierarchical transmis-
sion that differs from Embodiments Al and A2.

FIGS. 71 and 72 show the structure of a transmission
device when performing the hierarchical transmission of the
present embodiment. Constituent elements that are the same
as in FIGS. 61 and 62 are labeled with the same reference
signs. The difference between FIGS. 71 and 61 is that a
space-time block coder 7101 is provided. The present
embodiment differs from Embodiment A2 in that space-time
block coding is performed on the base stream (layer).

The space-time block coder (7101) (which in some cases
may be a frequency-space block coder) in FIG. 71 receives
a mapped baseband signal (7100) and the information signal
regarding the transmission method (6111) as input, performs
space-time block coding based on the information signal
regarding the transmission method (6111), and outputs a
space-time block coded baseband signal (7102_1) (repre-
sented as z,(t)) and a space-time block coded baseband
signal (7102_2) (represented as 7,(t)).

While referred to here as space-time block coding, sym-
bols that are space-time block coded are not limited to being
arranged in order in the time domain. Space-time block
coded symbols may be arranged in order in the frequency
domain. Furthermore, blocks may be formed with a plurality
of symbols in the time domain and a plurality of symbols in
the frequency domain, and the blocks may be arranged
appropriately (i.e. arranged using both the time and the
frequency axes).

In FIG. 72, the reordering unit (6200_1) receives the
space-time block coded baseband signal (7102_1), the pre-
coded baseband signal (6110_1), and the information signal
regarding the transmission method (6111) as input, performs
reordering based on the information signal regarding the
transmission method (6111), and outputs the reordered base-
band signal (6201_1).

Similarly, the reordering unit (6200_2) receives the pre-
coded baseband signal (7102_2), the precoded baseband
signal (6110_2), and the information signal regarding the
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transmission method (6111) as input, performs reordering
based on the information signal regarding the transmission
method (6111), and outputs the reordered baseband signal
(6201_2).

FIG. 73 is an example of a structure of symbols in
space-time block coded baseband signals (7102_1, 7102_2)
output by the space-time block coder (7101) in FIG. 71. The
symbol group (7301) corresponds to the space-time block
coded baseband signal (7102_1) (represented as z,(t)), and
the symbol group (7302) corresponds to the space-time
block coded baseband signal (7102_2) (represented as z,(t)).

The mapper (6105_1) in FIG. 71 represents signals as s1,
s2, s3, s4, s5, s6, s7, s8, s9, s10, s11, s12, . . . in the order
in which signals are output. The space-time block coder
(7101) in FIG. 71 then performs space-time block coding on
sl and s2, yielding sl1, s2, s1*, and -s2* (*: complex
conjugate), which are output as in FIG. 73. Similarly,
space-time block coding is performed on the sets (s3, s4),
(s5, 56), (s7, s8), (s9, s10), (s11, s12), . . ., and symbols are
arranged as in FIG. 73. Note that space-time block coding is
not limited to the coding described in the present embodi-
ment; the present embodiment may be similarly achieved
using different space-time block coding.

FIGS. 74A and 74B show an example of the method of
reordering in the reordering unit (6200_1) and the reordering
unit (6200_2) in FIG. 72. FIG. 74A is an example of
arranging symbols in the modulated signal z, in the time
domain and the frequency domain. FIG. 74B is an example
of arranging symbols in the modulated signal z, in the time
domain and the frequency domain. During transmission,
symbols in the same (sub)carrier and at the same time are
transmitted at the same frequency and at the same time from
different antennas. The characteristic feature of FIGS. 74A
and 74B is that space-time block coded symbols are
arranged in the frequency domain in order.

FIGS. 75A and 75B show an example of the method of
reordering in the reordering unit (6200_1) and the reordering
unit (6200_2) in FIG. 72. FIG. 75A is an example of
arranging symbols in the modulated signal z, in the time
domain and the frequency domain. FIG. 75B is an example
of arranging symbols in the modulated signal z, in the time
domain and the frequency domain. During transmission,
symbols in the same (sub)carrier and at the same time are
transmitted at the same frequency and at the same time from
different antennas. The characteristic feature of FIGS. 75A
and 75B is that space-time block coded symbols are
arranged in the time domain in order.

Space-time block coded symbols can thus be ordered in
the frequency domain or in the time domain.

When the base stream (base layer) and the enhancement
stream (enhancement layer) are transmitted, it is necessary
for the reception quality of data in the base stream (base
layer) to be made higher than the reception quality of data
in the enhancement stream (enhancement layer), due to the
nature of the streams (layers). Therefore, as in the present
embodiment, when transmitting the base stream, the recep-
tion quality of data is guaranteed by using space-time block
coding to achieve diversity gain. Conversely, when trans-
mitting the enhancement stream, hierarchical transmission is
implemented by using a method of regularly switching
between precoding matrices, since improvement of trans-
mission speed is prioritized. For example, it is possible to
use one of modes #1-#9 as in Table 7.
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TABLE 7

Modulation method for

Modulation method for enhancement stream

Mode base stream (layer) (layer)

Mode #1 QPSK 16QAM
Mode #2 QPSK 64QAM
Mode #3 QPSK 256QAM
Mode #4 16QAM 16QAM
Mode #5 16QAM 64QAM
Mode #6 16QAM 256QAM
Mode #7 64QAM 64QAM
Mode #8 64QAM 256QAM
Mode #9 256QAM 256QAM

The characteristic feature of Table 7 is that the modulation

method for the base stream (base layer) and the modulation
method for the enhancement stream (enhancement layer)
may be set the same. This is because even if the modulation
method is the same, the transmission quality that can be
guaranteed for the base stream (base layer) and the trans-
mission quality that can be guaranteed for the enhancement
stream (enhancement layer) differ, since different transmis-
sion methods are used for the two streams (layers).

Note that modes #1-#9 in Table 7 are modes for hierar-
chical transmission, but modes that are not for hierarchical
transmission may also be supported. In the present embodi-
ment, a single mode for space-time block coding and a
single mode for regularly switching between precoding
matrices may exist as modes that are not for hierarchical
transmission, and when supporting the modes for hierarchi-
cal transmission in Table 7, the transmission device and the
reception device of the present embodiment may easily set
the mode to the single mode for space-time block coding or
the single mode for regularly switching between precoding
matrices.

Furthermore, in the enhancement stream (enhancement
layer), a method of regularly switching between precoding
matrices is used. As long as information regarding the
precoding method used by the transmission device is trans-
mitted, the reception device can identify the precoding
method used by acquiring this information. If the transmis-
sion and reception devices share the information in Table 7,
another method is for the reception device to identify the
precoding method used for the enhancement stream (en-
hancement layer) by acquiring mode information transmit-
ted by the transmission device. Accordingly, the reception
device in FIG. 66 can acquire the log-likelihood ratio for
each bit by having the detection and log-likelihood ratio
calculation unit change the signal processing method. Note
that settable modes have been described with reference to
Table 7, but modes are not limited in this way. The present
embodiment may be similarly achieved using the modes for
transmission methods described in Embodiment 8 or modes
for transmission methods described in subsequent embodi-
ments.

As described above, in the case of hierarchical transmis-
sion, using the above methods of switching between pre-
coding matrices achieves the effect of improving reception
quality of data in the reception device.

The periods (cycles) of switching between precoding
matrices in the method of regularly switching between
precoding matrices are not limited as above in the present
embodiment. For a precoding hopping method with an
N-slot period (cycle), N different precoding matrices are
necessary. In this case, F[0], F[1], F[2], ..., F[N=2], F[N-1]
are prepared as the N different precoding matrices. In the
present embodiment, these have been described as being
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arranged in the frequency domain in the order of F[O], F[1],
F[2], ..., FIN=2], F[N-1], but arrangement is not limited
in this way. With N different precoding matrices F[0], F[1],
F[2],. .., F[N-2], F[N-1] generated in the present Embodi-
ment, precoding weights may be changed by arranging
symbols in the time domain or in the frequency/time
domains as in Embodiment 1. Note that a precoding hopping
method with an N-slot period (cycle) has been described, but
the same advantageous effects may be obtained by randomly
using N different precoding matrices. In other words, the N
different precoding matrices do not necessarily need to be
used in a regular period (cycle).

Furthermore, Table 7 has been described as listing modes
for methods of hierarchical transmission in the present
embodiment, but modes are not limited in this way. As
described in Embodiment 15, a spatial multiplexing MIMO
system, a MIMO system in which precoding matrices are
fixed, a space-time block coding method, a one-stream-only
transmission mode, and modes for methods of regularly
switching between precoding matrices may exist separately
from the hierarchical transmission method described in the
present embodiment, and the transmission device (broadcast
station, base station) may select the transmission method
from among these modes. In this case, in the spatial multi-
plexing MIMO system, the MIMO system in which precod-
ing matrices are fixed, the space-time block coding method,
the one-stream-only transmission mode, and the modes for
methods of regularly switching between precoding matrices,
both transmission that is hierarchical and transmission that
is not hierarchical may be supported. Modes that use other
transmission methods may also exist. The present embodi-
ment may also be adapted to Embodiment 15 so that the
hierarchical transmission method described in the present
Embodiment is used in any of the (sub)carriers in Embodi-
ment 15.

Embodiment A4

The present embodiment describes, in detail, a method of
regularly switching between precoding matrices when using
block coding as shown in Non-Patent Literature 12 through
Non-Patent Literature 15, such as a Quasi-Cyclic Low-
Density Parity-Check (QC-LDPC) code (or an LDPC code
other than a QC-LDPC code), a concatenated code consist-
ing of an LDPC code and a Bose-Chaudhuri-Hocquenghem
(BCH) code, or the like. This embodiment describes an
example of transmitting two streams, s1 and s2. However,
for the case of coding using block codes, when control
information and the like is not necessary, the number of bits
in an encoded block matches the number of bits composing
the block code (the control information or the like listed
below may, however, be included therein). For the case of
coding using block codes, when control information or the
like (such as a cyclic redundancy check (CRC), transmission
parameters, or the like) is necessary, the number of bits in an
encoded block is the sum of the number of bits composing
the block code and the number of bits in the control
information or the like.

FIG. 76 shows a modification of the number of symbols
and of slots necessary for one encoded block when using
block coding. FIG. 76 “shows a modification of the number
of symbols and of slots necessary for one encoded block
when using block coding” for the case when, for example as
shown in the transmission device in FIG. 4, two streams, s1
and s2, are transmitted, and the transmission device has one
encoder. (In this case, the transmission method may be either
single carrier transmission, or multicarrier transmission such
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as OFDM.) As shown in FIG. 76, the number of bits
constituting one block that has been encoded via block
coding is set to 6,000. In order to transmit these 6,000 bits,
3,000 symbols are required when the modulation method is
QPSK, 1,500 when the modulation method is 16QAM, and
1,000 when the modulation method is 64QAM.

Since the transmission device in FIG. 4 simultaneously
transmits two streams, 1,500 of the 3,000 symbols when the
modulation method is QPSK are allocated to s1, and 1,500
to s2. Therefore, 1,500 slots (the term “slot” is used here) are
required to transmit the 1,500 symbols transmitted in s1 and
the 1,500 symbols transmitted in s2.

By similar reasoning, when the modulation method is
16QAM, 750 slots are necessary to transmit all of the bits
constituting one encoded block, and when the modulation
method is 64QAM, 500 slots are necessary to transmit all of
the bits constituting one block.

The following describes the relationship between the slots
defined above and the precoding matrices in the method of
regularly switching between precoding matrices.

Here, the number of precoding matrices prepared for the
method of regularly switching between precoding matrices
is set to five. In other words, five different precoding
matrices are prepared for the weighting unit in the trans-
mission device in FIG. 4. These five different precoding
matrices are represented as F[0], F[1], F[2], F[3], and F[4].

When the modulation method is QPSK, among the 1,500
slots described above for transmitting the 6,000 bits consti-
tuting one encoded block, it is necessary for 300 slots to use
the precoding matrix F[0], 300 slots to use the precoding
matrix F[1], 300 slots to use the precoding matrix F[2], 300
slots to use the precoding matrix F[3], and 300 slots to use
the precoding matrix F[4]. This is because if use of the
precoding matrices is biased, the reception quality of data is
greatly influenced by the precoding matrix that was used a
greater number of times.

When the modulation method is 16QAM, among the 750
slots described above for transmitting the 6,000 bits consti-
tuting one encoded block, it is necessary for 150 slots to use
the precoding matrix F[0], 150 slots to use the precoding
matrix F[1], 150 slots to use the precoding matrix F[2], 150
slots to use the precoding matrix F[3], and 150 slots to use
the precoding matrix F[4].

When the modulation method is 64QAM, among the 500
slots described above for transmitting the 6,000 bits consti-
tuting one encoded block, it is necessary for 100 slots to use
the precoding matrix F[0], 100 slots to use the precoding
matrix F[1], 100 slots to use the precoding matrix F[2], 100
slots to use the precoding matrix F[3], and 100 slots to use
the precoding matrix F[4].

As described above, in the method of regularly switching
between precoding matrices, if there are N different precod-
ing matrices (represented as F[0], F[1], F[2], . . ., F[N=2],
and F[N-1]), when transmitting all of the bits constituting
one encoded block, condition #53 should be satisfied,
wherein K, is the number of slots using the precoding matrix
F[0], K, is the number of slots using the precoding matrix
F[1], K, is the number of slots using the precoding matrix
F[i] =0, 1, 2, ..., N-1), and K., is the number of slots
using the precoding matrix F[N-1].

Condition #53

Ko=K,= ... +K=. .. =Ky, ie. K=K,
(for Va, Vb, where a,b,=0,1,2, . . . ,N-1, and
a=b).

If the communications system supports a plurality of
modulation methods, and the modulation method that is
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used is selected from among the supported modulation
methods, then a modulation method for which Condition
#53 is satisfied should be selected.

When a plurality of modulation methods are supported, it
is typical for the number of bits that can be transmitted in
one symbol to vary from modulation method to modulation
method (although it is also possible for the number of bits to
be the same), and therefore some modulation methods may
not be capable of satisfying Condition #53. In such a case,
instead of Condition #53, the following condition should be
satisfied.

Condition #54

The difference between K, and K, is 0 or 1, i.e. IK,-K,!
is 0 or 1 (for Va, Vb, where a, b, =0, 1, 2, . . ., N-1, and
a=b).

FIG. 77 shows a modification of the number of symbols
and of slots necessary for one encoded block when using
block coding. FIG. 77 “shows a modification of the number
of symbols and of slots necessary for one encoded block
when using block coding” for the case when, for example as
shown in the transmission device in FIG. 3 and in FIG. 13,
two streams are transmitted, i.e. s1 and s2, and the trans-
mission device has two encoders. (In this case, the trans-
mission method may be either single carrier transmission, or
multicarrier transmission such as OFDM.)

As shown in FIG. 77, the number of bits constituting one
block that has been encoded via block coding is set to 6,000.
In order to transmit these 6,000 bits, 3,000 symbols are
required when the modulation method is QPSK, 1,500 when
the modulation method is 16QAM, and 1,000 when the
modulation method is 64QAM.

The transmission device in FIG. 3 or in FIG. 13 transmits
two streams simultaneously, and since two encoders are
provided, different encoded blocks are transmitted in the two
streams. Accordingly, when the modulation method is
QPSK, two encoded blocks are transmitted in s1 and s2
within the same interval. For example, a first encoded block
is transmitted in s1, and a second encoded block is trans-
mitted in s2, and therefore, 3,000 slots are required to
transmit the first and second encoded blocks.

By similar reasoning, when the modulation method is
16QAM, 1,500 slots are necessary to transmit all of the bits
constituting two encoded blocks, and when the modulation
method is 64QAM, 1,000 slots are necessary to transmit all
of the bits constituting two blocks.

The following describes the relationship between the slots
defined above and the precoding matrices in the method of
regularly switching between precoding matrices. Here, the
number of precoding matrices prepared for the method of
regularly switching between precoding matrices is set to
five. In other words, five different precoding matrices are
prepared for the weighting unit in the transmission device in
FIG. 3 or in FIG. 13. These five different precoding matrices
are represented as F[0], F[1], F[2], F[3], and F[4].

When the modulation method is QPSK, among the 3,000
slots described above for transmitting the 6,000x2 bits
constituting two encoded blocks, it is necessary for 600 slots
to use the precoding matrix F[0], 600 slots to use the
precoding matrix F[1], 600 slots to use the precoding matrix
F[2], 600 slots to use the precoding matrix F[3], and 600
slots to use the precoding matrix F[4]. This is because if use
of the precoding matrices is biased, the reception quality of
data is greatly influenced by the precoding matrix that was
used a greater number of times.

To transmit the first encoded block, it is necessary for the
slot using the precoding matrix F[0] to occur 600 times, the
slot using the precoding matrix F[1] to occur 600 times, the

10

15

20

25

30

35

40

45

50

55

60

65

118

slot using the precoding matrix F[2] to occur 600 times, the
slot using the precoding matrix F[3] to occur 600 times, and
the slot using the precoding matrix F[4] to occur 600 times.
To transmit the second encoded block, the slot using the
precoding matrix F[0] should occur 600 times, the slot using
the precoding matrix F[1] should occur 600 times, the slot
using the precoding matrix F[2] should occur 600 times, the
slot using the precoding matrix F[3] should occur 600 times,
and the slot using the precoding matrix F[4] should occur
600 times.

Similarly, when the modulation method is 16QAM,
among the 1,500 slots described above for transmitting the
6,000x2 bits constituting two encoded blocks, it is necessary
for 300 slots to use the precoding matrix F[0], 300 slots to
use the precoding matrix F[1], 300 slots to use the precoding
matrix F[2], 300 slots to use the precoding matrix F[3], and
300 slots to use the precoding matrix F[4].

To transmit the first encoded block, it is necessary for the
slot using the precoding matrix F[0] to occur 300 times, the
slot using the precoding matrix F[1] to occur 300 times, the
slot using the precoding matrix F[2] to occur 300 times, the
slot using the precoding matrix F[3] to occur 300 times, and
the slot using the precoding matrix F[4] to occur 300 times.
To transmit the second encoded block, the slot using the
precoding matrix F[0] should occur 300 times, the slot using
the precoding matrix F[1] should occur 300 times, the slot
using the precoding matrix F[2] should occur 300 times, the
slot using the precoding matrix F[3] should occur 300 times,
and the slot using the precoding matrix F[4] should occur
300 times.

Similarly, when the modulation method is 64QAM,
among the 1,000 slots described above for transmitting the
6,000x2 bits constituting two encoded blocks, it is necessary
for 200 slots to use the precoding matrix F[0], 200 slots to
use the precoding matrix F[1], 200 slots to use the precoding
matrix F[2], 200 slots to use the precoding matrix F[3], and
200 slots to use the precoding matrix F[4].

To transmit the first encoded block, it is necessary for the
slot using the precoding matrix F[0] to occur 200 times, the
slot using the precoding matrix F[1] to occur 200 times, the
slot using the precoding matrix F[2] to occur 200 times, the
slot using the precoding matrix F[3] to occur 200 times, and
the slot using the precoding matrix F[4] to occur 200 times.
To transmit the second encoded block, the slot using the
precoding matrix F[0] should occur 200 times, the slot using
the precoding matrix F[1] should occur 200 times, the slot
using the precoding matrix F[2] should occur 200 times, the
slot using the precoding matrix F[3] should occur 200 times,
and the slot using the precoding matrix F[4] should occur
200 times.

As described above, in the method of regularly switching
between precoding matrices, if there are N different precod-
ing matrices (represented as F[0], F[1], F[2], . . ., F[N=2],
and F[N-1]), when transmitting all of the bits constituting
two encoded blocks, Condition #55 should be satisfied,
wherein K, is the number of slots using the precoding matrix
F[0], K, is the number of slots using the precoding matrix
F[1], K, is the number of slots using the precoding matrix
F[i] =0, 1, 2, ..., N-1), and K., is the number of slots
using the precoding matrix F[N-1].

Condition #55

Ko=K,= ... =K/~ ... =Ky_,, ie. K,=K,
(for Va, Vb, where a,b,=0,1,2, . . . ,N-1, and
a=b).

When transmitting all of the bits constituting the first
encoded block, Condition #56 should be satisfied, wherein
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K,,; is the number of times the precoding matrix F[0] is
used, K, , is the number of times the precoding matrix F[1]
is used, K, ; is the number of times the precoding matrix F[i]
is used (i=0, 1, 2, . . ., N-1), and K, ; is the number of
times the precoding matrix F[N-1] is used.

Condition #56

Koy=Ky = .. =K, = ... =Ky_,, ie K, =K,
(for Va,*b, where @,b,=0,1,2, . . . ,N-1, and
a=b).

When transmitting all of the bits constituting the second
encoded block, Condition #57 should be satisfied, wherein
K, is the number of times the precoding matrix F[0] is
used, K, ,, is the number of times the precoding matrix F[1]
is used, K, , is the number of times the precoding matrix F[i]
is used (i=0, 1, 2, . . ., N-1), and K, , is the number of
times the precoding matrix F[N-1] is used.

Condition #57

=K,

Kor=K o= ... =K >=
where

(for Va, Vb,
a=b).

.o =Ky te K 57Ky 5
a,b,=0,1,2, ... ,N-1, and

If the communications system supports a plurality of
modulation methods, and the modulation method that is
used is selected from among the supported modulation
methods, and the selected modulation method preferably
satisfies Conditions #55, #56, and #57.

When a plurality of modulation methods are supported, it
is typical for the number of bits that can be transmitted in
one symbol to vary from modulation method to modulation
method (although it is also possible for the number of bits to
be the same), and therefore some modulation methods may
not be capable of satisfying Conditions #55, #56, and #57.
In such a case, instead of Conditions #55, #56, and #57, the
following conditions should be satisfied.

Condition #58

The difference between K, and K, is O or 1, i.e. IK,-K,| is
Oor 1 (for Ya, Vb, where a, b, =0, 1, 2, . . ., N-1, and a=b).
Condition #59

The difference between K, ; and K, ;, is O or 1, i.e. IK, ;-
K,,lis O or 1 (for Va, Vb, where a, b, =0, 1, 2, . . ., N-1,
and a=b).

Condition #60

The difference between K, and K, , is 0 or 1, i.e. IK, -
K,.lis O or 1 (for Va, Vb, where a, b, =0, 1, 2, . . ., N-1,
and a=b).

Associating encoded blocks with precoding matrices in
this way eliminates bias in the precoding matrices that are
used for transmitting encoded blocks, thereby achieving the
advantageous effect of improving reception quality of data
by the reception device.

It is of course preferable to eliminate bias between
precoding matrices that are used; it is also preferable, when
N precoding matrices are stored in the transmission device,
to perform precoding using all N precoding matrices, and to
perform precoding using the N precoding matrices uni-
formly. In this context, “uniformly” refers to the difference
between the maximum number of times one of the precoding
matrices is used and the minimum number of times one of
the precoding matrices is used being at most one, as
described above.

Furthermore, while it is preferable to use all N precoding
matrices, as long as reception quality at the reception point
at each location is as even as possible, precoding may be
performed without using all N of the stored precoding
matrices, but rather switching regularly between precoding
matrices after removing a certain number of precoding
matrices. When removing precoding matrices, however, it is
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necessary to do so evenly in order to guarantee reception
quality at the reception point at each location. Removing
precoding matrices evenly means that if, for example, eight
precoding matrices F[O], F[1], F[2], F[3], F[4], F[5], F[6],
F[7], and F[8] are prepared, the precoding matrices F[0],
F[2], F[4], and F[6] are used, or if sixteen precoding
matrices F[0], F[1], F[2], . .., F[14], and F[15] are prepared,
the precoding matrices F[0], F[4], F[8], and F[12] are used.
If sixteen precoding matrices F[0], F[1], F[2], . . ., F[14],
and F[15] are prepared, precoding matrices can also be
considered to be removed evenly if precoding matrices F[0],
F[2], F[4], F[6], F[8], F[10], F[12], and F[14] are used.

In the present embodiment, in the method of regularly
switching between precoding matrices, N different precod-
ing matrices are necessary for a precoding hopping method
with an N-slot period (cycle). In this case, F[0], F[1],
F[2], . . ., F[N=2], F[N-1] are prepared as the N different
precoding matrices. These precoding matrices may be
arranged in the frequency domain in the order of F[O], F[1],
F[2], . . ., FIN=2], F[N-1], but arrangement is not limited
in this way. With N different precoding matrices F[0], F[1],
F[2],..., F[N=-2], FIN-1] generated in the present Embodi-
ment, precoding weights may be changed by arranging
symbols in the time domain or in the frequency/time
domains as in Embodiment 1. Note that a precoding hopping
method with an N-slot period (cycle) has been described, but
the same advantageous effects may be obtained by randomly
using N different precoding matrices. In other words, the N
different precoding matrices do not necessarily need to be
used in a regular period (cycle).

Furthermore, as described in Embodiment 15, a spatial
multiplexing MIMO system, a MIMO system in which
precoding matrices are fixed, a space-time block coding
method, a one-stream-only transmission mode, and modes
for methods of regularly switching between precoding
matrices may exist, and the transmission device (broadcast
station, base station) may select the transmission method
from among these modes. In this case, in the spatial multi-
plexing MIMO system, the MIMO system in which precod-
ing matrices are fixed, the space-time block coding method,
the one-stream-only transmission mode, and the modes for
methods of regularly switching between precoding matrices,
it is preferable to implement the present embodiment in the
(sub)carriers for which a method of regularly switching
between precoding matrices is selected.

Embodiment Bl

The following describes a structural example of an appli-
cation of the transmission methods and reception methods
shown in the above embodiments and a system using the
application.

FIG. 78 shows an example of the structure of a system that
includes devices implanting the transmission methods and
reception methods described in the above embodiments. The
transmission method and reception method described in the
above embodiments are implemented in a digital broadcast-
ing system 7800, as shown in FIG. 78, that includes a
broadcasting station 7801 and a variety of reception devices
such as a television 7811, a DVD recorder 7812, a Set Top
Box (STB) 7813, a computer 7820, an in-car television
7841, and a mobile phone 7830. Specifically, the broadcast-
ing station 7801 transmits multiplexed data, in which video
data, audio data, and the like are multiplexed, using the
transmission methods in the above embodiments over a
predetermined broadcasting band.
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An antenna (for example, antennas 7810 and 7840) inter-
nal to each reception device, or provided externally and
connected to the reception device, receives the signal trans-
mitted from the broadcasting station 7801. Each reception
device obtains the multiplexed data by using the reception
methods in the above embodiments to demodulate the signal
received by the antenna. In this way, the digital broadcasting
system 7800 obtains the advantageous effects of the present
invention described in the above embodiments.

The video data included in the multiplexed data has been
coded with a moving picture coding method compliant with
a standard such as Moving Picture Experts Group (MPEG)2,
MPEG4-Advanced Video Coding (AVC), VC-1, or the like.
The audio data included in the multiplexed data has been
encoded with an audio coding method compliant with a
standard such as Dolby Audio Coding (AC)-3, Dolby Digital
Plus, Meridian Lossless Packing (MLP), Digital Theater
Systems (DTS), DTS-HD, Pulse Coding Modulation
(PCM), or the like.

FIG. 79 is a schematic view illustrating an exemplary
structure of a reception device 7900 for carrying out the
reception methods described in the above embodiments. As
shown in FIG. 79, one example of the structure of the
reception device 7900 is to configure the modem unit as one
LSI (or a chip set) and to configure the coding unit as a
separate LSI (or chip set). The reception device 7900 shown
in FIG. 79 corresponds to a component that is included, for
example, in the television 7811, the DVD recorder 7812, the
STB 7813, the computer 7820, the in-car television 7841,
the mobile phone 7830, or the like illustrated in FIG. 78. The
reception device 7900 includes a tuner 7901, for transform-
ing a high-frequency signal received by an antenna 7960
into a baseband signal, and a demodulation unit 7902, for
demodulating multiplexed data from the baseband signal
obtained by frequency conversion. The reception methods
described in the above embodiments are implemented in the
demodulation unit 7902, thus obtaining the advantageous
effects of the present invention described in the above
embodiments.

The reception device 7900 includes a stream input/output
unit 7903, a signal processing unit 7904, an audio output unit
7906, and a video display unit 7907. The stream input/output
unit 7903 demultiplexes video and audio data from multi-
plexed data obtained by the demodulation unit 7902. The
signal processing unit 7904 decodes the demultiplexed video
data into a video signal using an appropriate moving picture
decoding method and decodes the demultiplexed audio data
into an audio signal using an appropriate audio decoding
method. The audio output unit 7906, such as a speaker,
produces audio output according to the decoded audio
signal. The video display unit 7907, such as a display
monitor, produces video output according to the decoded
video signal.

For example, the user may operate the remote control
7950 to select a channel (of a TV program or audio broad-
cast), so that information indicative of the selected channel
is transmitted to an operation input unit 7910. In response,
the reception device 7900 demodulates, from among signals
received with the antenna 7960, a signal carried on the
selected channel and applies error correction decoding, so
that reception data is extracted. At this time, the receiving
device 7900 receives control symbols included in a signal
corresponding to the selected channel and containing infor-
mation indicating the transmission method (the transmission
method, modulation method, error correction method, and
the like in the above embodiments) of the signal (exactly as
described in Embodiments A1-A4, and as shown in FIGS. 5
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and 41). With this information, the reception device 7900 is
enabled to make appropriate settings for the receiving opera-
tions, demodulation method, method of error correction
decoding, and the like to duly receive data included in data
symbols transmitted from a broadcasting station (base sta-
tion). Although the above description is directed to an
example in which the user selects a channel using the remote
control 7950, the same description applies to an example in
which the user selects a channel using a selection key
provided on the reception device 7900.

With the above structure, the user can view a broadcast
program that the reception device 7900 receives by the
reception methods described in the above embodiments.

The reception device 7900 according to this embodiment
may additionally include a recording unit (drive) 7908 for
recording various data onto a recording medium, such as a
magnetic disk, optical disc, or a non-volatile semiconductor
memory. Examples of data to be recorded by the recording
unit 7908 include data contained in multiplexed data that is
obtained as a result of demodulation and error correction by
the demodulation unit 7902, data equivalent to such data (for
example, data obtained by compressing the data), and data
obtained by processing the moving pictures and/or audio.
(Note here that there may be a case where no error correction
decoding is applied to a signal obtained as a result of
demodulation by the demodulation unit 7902 and where the
reception device 7900 conducts further signal processing
after error correction decoding. The same holds in the
following description where similar wording appears.) Note
that the term “optical disc” used herein refers to a recording
medium, such as Digital Versatile Disc (DVD) or BD
(Blu-ray Disc), that is readable and writable with the use of
a laser beam. Further, the term “magnetic disk” used herein
refers to a recording medium, such as a floppy disk (FD,
registered trademark) or hard disk, that is writable by
magnetizing a magnetic substance with magnetic flux. Still
further, the term “non-volatile semiconductor memory”
refers to a recording medium, such as flash memory or
ferroelectric random access memory, composed of semicon-
ductor element(s). Specific examples of non-volatile semi-
conductor memory include an SD card using flash memory
and a flash Solid State Drive (SSD). It should be naturally
appreciated that the specific types of recording media men-
tioned herein are merely examples, and any other types of
recording mediums may be usable.

With the above structure, the user can record a broadcast
program that the reception device 7900 receives with any of
the reception methods described in the above embodiments,
and time-shift viewing of the recorded broadcast program is
possible anytime after the broadcast.

In the above description of the reception device 7900, the
recording unit 7908 records multiplexed data obtained as a
result of demodulation and error correction by the demodu-
lation unit 7902. However, the recording unit 7908 may
record part of data extracted from the data contained in the
multiplexed data. For example, the multiplexed data
obtained as a result of demodulation and error correction by
the demodulation unit 7902 may contain contents of data
broadcast service, in addition to video data and audio data.
In this case, new multiplexed data may be generated by
multiplexing the video data and audio data, without the
contents of broadcast service, extracted from the multi-
plexed data demodulated by the demodulation unit 7902,
and the recording unit 7908 may record the newly generated
multiplexed data. Alternatively, new multiplexed data may
be generated by multiplexing either of the video data and
audio data contained in the multiplexed data obtained as a
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result of demodulation and error correction decoding by the
demodulation unit 7902, and the recording unit 7908 may
record the newly generated multiplexed data. The recording
unit 7908 may also record the contents of data broadcast
service included, as described above, in the multiplexed
data.

The reception device 7900 described in this embodiment
may be included in a television, a recorder (such as DVD
recorder, Blu-ray recorder, HDD recorder, SD card recorder,
or the like), or a mobile telephone. In such a case, the
multiplexed data obtained as a result of demodulation and
error correction decoding by the demodulation unit 7902
may contain data for correcting errors (bugs) in software
used to operate the television or recorder or in software used
to prevent disclosure of personal or confidential information.
If such data is contained, the data is installed on the
television or recorder to correct the software errors. Further,
if data for correcting errors (bugs) in software installed in the
reception device 7900 is contained, such data is used to
correct errors that the reception device 7900 may have. This
arrangement ensures more stable operation of the TV,
recorder, or mobile phone in which the reception device
7900 is implemented.

Note that it may be the stream input/output unit 7903 that
handles extraction of data from the whole data contained in
multiplexed data obtained as a result of demodulation and
error correction decoding by the demodulation unit 7902 and
multiplexing of the extracted data. More specifically, under
instructions given from a control unit not illustrated in the
figures, such as a CPU, the stream input/output unit 7903
demultiplexes video data, audio data, contents of data broad-
cast service etc. from the multiplexed data demodulated by
the demodulation unit 7902, extracts specific pieces of data
from the demultiplexed data, and multiplexes the extracted
data pieces to generate new multiplexed data. The data
pieces to be extracted from demultiplexed data may be
determined by the user or determined in advance for the
respective types of recording mediums.

With the above structure, the reception device 7900 is
enabled to extract and record only data necessary to view a
recorded broadcast program, which is effective to reduce the
size of data to be recorded.

In the above description, the recording unit 7908 records
multiplexed data obtained as a result of demodulation and
error correction decoding by the demodulation unit 7902.
Alternatively, however, the recording unit 7908 may record
new multiplexed data generated by multiplexing video data
newly yielded by encoding the original video data contained
in the multiplexed data obtained as a result of demodulation
and error correction decoding by the demodulation unit
7902. Here, the moving picture coding method to be
employed may be different from that used to encode the
original video data, so that the data size or bit rate of the new
video data is smaller than the original video data. Here, the
moving picture coding method used to generate new video
data may be of a different standard from that used to
generate the original video data. Alternatively, the same
moving picture coding method may be used but with dif-
ferent parameters. Similarly, the recording unit 7908 may
record new multiplexed data generated by multiplexing
audio data newly obtained by encoding the original audio
data contained in the multiplexed data obtained as a result of
demodulation and error correction decoding by the demodu-
lation unit 7902. Here, the audio coding method to be
employed may be different from that used to encode the
original audio data, such that the data size or bit rate of the
new audio data is smaller than the original audio data.

30

35

40

45

55

124

The process of converting the original video or audio data
contained in the multiplexed data obtained as a result of
demodulation and error correction decoding by the demodu-
lation unit 7902 into the video or audio data of a different
data size or bit rate is performed, for example, by the stream
input/output unit 7903 and the signal processing unit 7904.
More specifically, under instructions given from the control
unit such as the CPU, the stream input/output unit 7903
demultiplexes video data, audio data, contents of data broad-
cast service etc. from the multiplexed data obtained as a
result of demodulation and error correction decoding by the
demodulation unit 7902. Under instructions given from the
control unit, the signal processing unit 7904 converts the
demultiplexed video data and audio data respectively using
a motion picture coding method and an audio coding method
each different from the method that was used in the con-
version applied to obtain the video and audio data. Under
instructions given from the control unit, the stream input/
output unit 7903 multiplexes the newly converted video data
and audio data to generate new multiplexed data. Note that
the signal processing unit 7904 may conduct the conversion
of either or both of the video or audio data according to
instructions given from the control unit. In addition, the
sizes of video data and audio data to be obtained by
encoding may be specified by a user or determined in
advance for the types of recording mediums.

With the above arrangement, the reception device 7900 is
enabled to record video and audio data after converting the
data to a size recordable on the recording medium or to a size
or bit rate that matches the read or write rate of the recording
unit 7908. This arrangement enables the recoding unit to
duly record a program, even if the size recordable on the
recording medium is smaller than the data size of the
multiplexed data obtained as a result of demodulation and
error correction decoding by the demodulation unit 7902, or
if the rate at which the recording unit records or reads is
lower than the bit rate of the multiplexed data. Consequently,
time-shift viewing of the recorded program by the user is
possible anytime after the broadcast.

Furthermore, the reception device 7900 additionally
includes a stream output interface (IF) 7909 for transmitting
multiplexed data demodulated by the demodulation unit
7902 to an external device via a transport medium 7930. In
one example, the stream output IF 7909 may be a radio
communication device that transmits multiplexed data via a
wireless medium (equivalent to the transport medium 7930)
to an external device by modulating the multiplexed data
with in accordance with a wireless communication method
compliant with a wireless communication standard such as
Wi-Fi (registered trademark, a set of standards including
IEEE 802.11a, IEEE 802.11b, IEEE 802.11g, and IEEE
802.11n), WiGiG, Wireless HD, Bluetooth, ZigBee, or the
like. The stream output IF 7909 may also be a wired
communication device that transmits multiplexed data via a
transmission line (equivalent to the transport medium 7930)
physically connected to the stream output IF 7909 to an
external device, modulating the multiplexed data using a
communication method compliant with wired communica-
tion standards, such as Ethernet, Universal Serial Bus
(USB), Power Line Communication (PLC), or High-Defi-
nition Multimedia Interface (HDMI).

With the above structure, the user can use, on an external
device, multiplexed data received by the reception device
7900 using the reception method described according to the
above embodiments. The usage of multiplexed data by the
user mentioned herein includes use of the multiplexed data
for real-time viewing on an external device, recording of the
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multiplexed data by a recording unit included in an external
device, and transmission of the multiplexed data from an
external device to a yet another external device.

In the above description of the reception device 7900, the
stream output IF 7909 outputs multiplexed data obtained as
a result of demodulation and error correction decoding by
the demodulation unit 7902. However, the reception device
7900 may output data extracted from data contained in the
multiplexed data, rather than the whole data contained in the
multiplexed data. For example, the multiplexed data
obtained as a result of demodulation and error correction
decoding by the demodulation unit 7902 may contain con-
tents of data broadcast service, in addition to video data and
audio data. In this case, the stream output IF 7909 may
output multiplexed data newly generated by multiplexing
video and audio data extracted from the multiplexed data
obtained as a result of demodulation and error correction
decoding by the demodulation unit 7902. In another
example, the stream output IF 7909 may output multiplexed
data newly generated by multiplexing either of the video
data and audio data contained in the multiplexed data
obtained as a result of demodulation and error correction
decoding by the demodulation unit 7902.

Note that it may be the stream input/output unit 7903 that
handles extraction of data from the whole data contained in
multiplexed data obtained as a result of demodulation and
error correction decoding by the demodulation unit 7902 and
multiplexing of the extracted data. More specifically, under
instructions given from a control unit not illustrated in the
figures, such as a Central Processing Unit (CPU), the stream
input/output unit 7903 demultiplexes video data, audio data,
contents of data broadcast service etc. from the multiplexed
data demodulated by the demodulation unit 7902, extracts
specific pieces of data from the demultiplexed data, and
multiplexes the extracted data pieces to generate new mul-
tiplexed data. The data pieces to be extracted from demul-
tiplexed data may be determined by the user or determined
in advance for the respective types of the stream output IF
7909.

With the above structure, the reception device 7900 is
enabled to extract and output only data necessary for an
external device, which is effective to reduce the bandwidth
used to output the multiplexed data.

In the above description, the stream output IF 7909
outputs multiplexed data obtained as a result of demodula-
tion and error correction decoding by the demodulation unit
7902. Alternatively, however, the stream output IF 7909 may
output new multiplexed data generated by multiplexing
video data newly yielded by encoding the original video data
contained in the multiplexed data obtained as a result of
demodulation and error correction decoding by the demodu-
lation unit 7902. The new video data is encoded with a
moving picture coding method different from that used to
encode the original video data, so that the data size or bit rate
of'the new video data is smaller than the original video data.
Here, the moving picture coding method used to generate
new video data may be of a different standard from that used
to generate the original video data. Alternatively, the same
moving picture coding method may be used but with dif-
ferent parameters. Similarly, the stream output IF 7909 may
output new multiplexed data generated by multiplexing
audio data newly obtained by encoding the original audio
data contained in the multiplexed data obtained as a result of
demodulation and error correction decoding by the demodu-
lation unit 7902. The new audio data is encoded with an
audio coding method different from that used to encode the
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original audio data, such that the data size or bit rate of the
new audio data is smaller than the original audio data.

The process of converting the original video or audio data
contained in the multiplexed data obtained as a result of
demodulation and error correction decoding by the demodu-
lation unit 7902 into the video or audio data of a different
data size of bit rate is performed, for example, by the stream
input/output unit 7903 and the signal processing unit 7904.
More specifically, under instructions given from the control
unit, the stream input/output unit 7903 demultiplexes video
data, audio data, contents of data broadcast service etc. from
the multiplexed data obtained as a result of demodulation
and error correction decoding by the demodulation unit
7902. Under instructions given from the control unit, the
signal processing unit 7904 converts the demultiplexed
video data and audio data respectively using a motion
picture coding method and an audio coding method each
different from the method that was used in the conversion
applied to obtain the video and audio data. Under instruc-
tions given from the control unit, the stream input/output
unit 7903 multiplexes the newly converted video data and
audio data to generate new multiplexed data. Note that the
signal processing unit 7904 may perform the conversion of
either or both of the video or audio data according to
instructions given from the control unit. In addition, the
sizes of video data and audio data to be obtained by
conversion may be specified by the user or determined in
advance for the types of the stream output IF 7909.

With the above structure, the reception device 7900 is
enabled to output video and audio data after converting the
data to a bit rate that matches the transfer rate between the
reception device 7900 and an external device. This arrange-
ment ensures that even if multiplexed data obtained as a
result of demodulation and error correction decoding by the
demodulation unit 7902 is higher in bit rate than the data
transfer rate to an external device, the stream output IF duly
outputs new multiplexed data at an appropriate bit rate to the
external device. Consequently, the user can use the new
multiplexed data on another communication device.

Furthermore, the reception device 7900 also includes an
audio and visual output interface (hereinafter, AV output IF)
7911 that outputs video and audio signals decoded by the
signal processing unit 7904 to an external device via an
external transport medium. In one example, the AV output IF
7911 may be a wireless communication device that transmits
modulated video and audio signals via a wireless medium to
an external device, using a wireless communication method
compliant with wireless communication standards, such as
Wi-Fi (registered trademark), which is a set of standards
including IEEE 802.11a, IEEE 802.11b, IEEE 802.11g, and
IEEE 802.11n, WiGiG, Wireless HD, Bluetooth, ZigBee, or
the like. In another example, the stream output IF 7909 may
be a wired communication device that transmits modulated
video and audio signals via a transmission line physically
connected to the stream output IF 7909 to an external device,
using a communication method compliant with wired com-
munication standards, such as Ethernet, USB, PL.C, HDMI,
or the like. In yet another example, the stream output IF
7909 may be a terminal for connecting a cable to output the
video and audio signals in analog form.

With the above structure, the user is allowed to use, on an
external device, the video and audio signals decoded by the
signal processing unit 7904.

Furthermore, the reception device 7900 additionally
includes an operation input unit 7910 for receiving a user
operation. According to control signals indicative of user
operations input to the operation input unit 7910, the recep-
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tion device 7900 performs various operations, such as
switching the power ON or OFF, switching the reception
channel, switching the display of subtitle text ON or OFF,
switching the display of subtitle text to another language,
changing the volume of audio output of the audio output unit
7906, and changing the settings of channels that can be
received.

Additionally, the reception device 7900 may have a
function of displaying the antenna level indicating the
quality of the signal being received by the reception device
7900. Note that the antenna level is an indicator of the
reception quality calculated based on, for example, the
Received Signal Strength Indication, Received Signal
Strength Indicator (RSSI), received field strength, Carrier-
to-noise power ratio (C/N), Bit Error Rate (BER), packet
error rate, frame error rate, and channel state information of
the signal received on the reception device 7900. In other
words, the antenna level is a signal indicating the level and
quality of the received signal. In this case, the demodulation
unit 7902 also includes a reception quality measuring unit
for measuring the received signal characteristics, such as
RSSI, received field strength, C/N, BER, packet error rate,
frame error rate, and channel state information. In response
to a user operation, the reception device 7900 displays the
antenna level (i.e., signal indicating the level and quality of
the received signal) on the video display unit 7907 in a
manner identifiable by the user. The antenna level (i.e.,
signal indicating the level and quality of the received signal)
may be numerically displayed using a number that repre-
sents RSSI, received field strength, C/N, BER, packet error
rate, frame error rate, channel state information or the like.
Alternatively, the antenna level may be displayed using an
image representing RSSI, received field strength, C/N, BER,
packet error rate, frame error rate, channel state information
or the like. Furthermore, the reception device 7900 may
display a plurality of antenna levels (signals indicating the
level and quality of the received signal) calculated for each
of the plurality of streams s1, s2, . . . received and separated
using the reception methods shown in the above embodi-
ments, or one antenna level (signal indicating the level and
quality of the received signal) calculated from the plurality
of streams sl, s2, . . . . When video data and audio data
composing a program are transmitted hierarchically, the
reception device 7900 may also display the signal level
(signal indicating the level and quality of the received
signal) for each hierarchical level.

With the above structure, users are able to grasp the
antenna level (signal indicating the level and quality of the
received signal) numerically or visually during reception
with the reception methods shown in the above embodi-
ments.

Although the reception device 7900 is described above as
having the audio output unit 7906, video display unit 7907,
recording unit 7908, stream output IF 7909, and AV output
IF 7911, it is not necessary for the reception device 7900 to
have all of these units. As long as the reception device 7900
is provided with at least one of the units described above, the
user is enabled to use multiplexed data obtained as a result
of demodulation and error correction decoding by the
demodulation unit 7902. The reception device 7900 may
therefore include any combination of the above-described
units depending on its intended use.

Multiplexed Data

The following is a detailed description of an exemplary
structure of multiplexed data. The data structure typically
used in broadcasting is an MPEG?2 transport stream (TS), so
therefore the following description is given by way of an
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example related to MPEG2-TS. It should be naturally appre-
ciated, however, that the data structure of multiplexed data
transmitted by the transmission and reception methods
described in the above embodiments is not limited to
MPEG2-TS and the advantageous effects of the above
embodiments are achieved even if any other data structure is
employed.

FIG. 80 is a view illustrating an exemplary multiplexed
data structure. As illustrated in FIG. 80, multiplexed data is
obtained by multiplexing one or more elementary streams,
which are elements constituting a broadcast program (pro-
gram or an event which is part of a program) currently
provided through respective services. Examples of elemen-
tary streams include a video stream, audio stream, presen-
tation graphics (PG) stream, and interactive graphics (IG)
stream. In the case where a broadcast program carried by
multiplexed data is a movie, the video streams represent
main video and sub video of the movie, the audio streams
represent main audio of the movie and sub audio to be mixed
with the main audio, and the PG stream represents subtitles
of the movie. The term “main video” used herein refers to
video images normally presented on a screen, whereas “sub
video” refers to video images (for example, images of text
explaining the outline of the movie) to be presented in a
small window inserted within the video images. The IG
stream represents an interactive display constituted by pre-
senting GUI components on a screen.

Each stream contained in multiplexed data is identified by
an identifier called PID uniquely assigned to the stream. For
example, the video stream carrying main video images of a
movie is assigned with “0x1011”, each audio stream is
assigned with a different one of “0x1100” to “Ox111F”, each
PG stream is assigned with a different one of “0x1200” to
“0x121F”, each 1G stream is assigned with a different one of
“0x1400” to “Ox141F”, each video stream carrying sub
video images of the movie is assigned with a different one
of “0x1B00” to “Ox1B1F”, each audio stream of sub-audio
to be mixed with the main audio is assigned with a different
one of “Ox1A00” to “Ox1A1F”.

FIG. 81 is a schematic view illustrating an example of
how the respective streams are multiplexed into multiplexed
data. First, a video stream 8101 composed of a plurality of
video frames is converted into a PES packet sequence 8102
and then into a TS packet sequence 8103, whereas an audio
stream 8104 composed of a plurality of audio frames is
converted into a PES packet sequence 8105 and then into a
TS packet sequence 8106. Similarly, the PG stream 8111 is
first converted into a PES packet sequence 8112 and then
into a TS packet sequence 8113, whereas the IG stream 8114
is converted into a PES packet sequence 8115 and then into
a TS packet sequence 8116. The multiplexed data 8117 is
obtained by multiplexing the TS packet sequences (8103,
8106, 8113 and 8116) into one stream.

FIG. 82 illustrates the details of how a video stream is
divided into a sequence of PES packets. In FIG. 82, the first
tier shows a sequence of video frames included in a video
stream. The second tier shows a sequence of PES packets.
As indicated by arrows yyl, yy2, yy3, and yy4 shown in
FIG. 82, a plurality of video presentation units, namely I
pictures, B pictures, and P pictures, of a video stream are
separately stored into the payloads of PES packets on a
picture-by-picture basis. Each PES packet has a PES header
and the PES header stores a Presentation Time-Stamp (PTS)
and Decoding Time-Stamp (DTS) indicating the display
time and decoding time of a corresponding picture.

FIG. 83 illustrates the format of a TS packet to be
eventually written as multiplexed data. The TS packet is a
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fixed length packet of 188 bytes and has a 4-byte TS header
containing such information as PID identifying the stream
and a 184-byte TS payload carrying actual data. The PES
packets described above are divided to be stored into the TS
payloads of TS packets. In the case of BD-ROM, each TS
packet is attached with a TP_Extra Header of 4 bytes to build
a 192-byte source packet, which is to be written as multi-
plexed data. The TP_Extra Header contains such informa-
tion as an Arrival_Time_Stamp (ATS). The ATS indicates a
time for starring transfer of the TS packet to the PID filter
of a decoder. As shown on the lowest tier in FIG. 83,
multiplexed data includes a sequence of source packets each
bearing a source packet number (SPN), which is a number
incrementing sequentially from the start of the multiplexed
data.

In addition to the TS packets storing streams such as
video, audio, and PG streams, multiplexed data also includes
TS packets storing a Program Association Table (PAT), a
Program Map Table (PMT), and a Program Clock Reference
(PCR). The PAT in multiplexed data indicates the PID of a
PMT used in the multiplexed data, and the PID of the PAT
is “0”. The PMT includes PIDs identifying the respective
streams, such as video, audio and subtitles, contained in
multiplexed data and attribute information (frame rate,
aspect ratio, and the like) of the streams identified by the
respective PIDs. In addition, the PMT includes various types
of descriptors relating to the multiplexed data. One of such
descriptors may be copy control information indicating
whether or not copying of the multiplexed data is permitted.
The PCR includes information for synchronizing the Arrival
Time Clock (ATC), which is the time axis of ATS, with the
System Time Clock (STC), which is the time axis of PTS
and DTS. More specifically, the PCR packet includes infor-
mation indicating an STC time corresponding to the ATS at
which the PCR packet is to be transferred.

FIG. 84 is a view illustrating the data structure of the PMT
in detail. The PMT starts with a PMT header indicating the
length of data contained in the PMT. Following the PMT
header, descriptors relating to the multiplexed data are
disposed. One example of a descriptor included in the PMT
is copy control information described above. Following the
descriptors, pieces of stream information relating to the
respective streams included in the multiplexed data are
arranged. Each piece of stream information is composed of
stream descriptors indicating a stream type identifying a
compression codec employed for a corresponding stream, a
PID of the stream, and attribute information (frame rate,
aspect ratio, and the like) of the stream. The PMT includes
as many stream descriptors as the number of streams
included in the multiplexed data.

When recorded onto a recoding medium, for example, the
multiplexed data is recorded along with a multiplexed data
information file.

FIG. 85 is a view illustrating the structure of the multi-
plexed data information file. As illustrated in FIG. 85, the
multiplexed data information file is management informa-
tion of corresponding multiplexed data and is composed of
multiplexed data information, stream attribute information,
and an entry map. Note that multiplexed data information
files and multiplexed data are in a one-to-one relationship.

As illustrated in FIG. 85, the multiplexed data information
is composed of a system rate, playback start time, and
playback end time. The system rate indicates the maximum
transfer rate of the multiplexed data to the PID filter of a
system target decoder, which is described later. The multi-
plexed data includes ATSs at intervals set so as not to exceed
the system rate. The playback start time is set to the time
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specified by the PTS of the first video frame in the multi-
plexed data, whereas the playback end time is set to the time
calculated by adding the playback period of one frame to the
PTS of the last video frame in the multiplexed data.

FIG. 86 illustrates the structure of stream attribute infor-
mation contained in multiplexed data information file. As
illustrated in FIG. 86, the stream attribute information
includes pieces of attribute information of the respective
streams included in multiplexed data, and each piece of
attribute information is registered with a corresponding PID.
That is, different pieces of attribute information are provided
for different streams, namely a video stream, an audio
stream, a PG stream and an IG stream. The video stream
attribute information indicates the compression codec
employed to compress the video stream, the resolutions of
individual pictures constituting the video stream, the aspect
ratio, the frame rate, and so on. The audio stream attribute
information indicates the compression codec employed to
compress the audio stream, the number of channels included
in the audio stream, the language of the audio stream, the
sampling frequency, and so on. These pieces of information
are used to initialize a decoder before playback by a player.

In the present embodiment, from among the pieces of
information included in the multiplexed data, the stream
type included in the PMT is used. In the case where the
multiplexed data is recorded on a recording medium, the
video stream attribute information included in the multi-
plexed data information file is used. More specifically, the
moving picture coding method and device described in any
of the above embodiments may be modified to additionally
include a step or unit of setting a specific piece of informa-
tion in the stream type included in the PMT or in the video
stream attribute information. The specific piece of informa-
tion is for indicating that the video data is generated by the
moving picture coding method and device described in the
embodiment. With the above structure, video data generated
by the moving picture coding method and device described
in any of the above embodiments is distinguishable from
video data compliant with other standards.

FIG. 87 illustrates an exemplary structure of a video and
audio output device 8700 that includes a reception device
8704 for receiving a modulated signal carrying video and
audio data or data for data broadcasting from a broadcasting
station (base station). Note that the structure of the reception
device 8704 corresponds to the reception device 7900 illus-
trated in FIG. 79. The video and audio output device 8700
is installed with an Operating System (OS), for example, and
also with a communication unit 8706 (a device for a wireless
Local Area Network (LAN) or Ethernet, for example) for
establishing an Internet connection. With this structure,
hypertext (World Wide Web (WWW)) 8703 provided over
the Internet can be displayed on a display area 8701 simul-
taneously with images 8702 reproduced on the display area
8701 from the video and audio data or data provided by data
broadcasting. By operating a remote control (which may be
a mobile phone or keyboard) 8707, the user can make a
selection on the images 8702 reproduced from data provided
by data broadcasting or the hypertext 8703 provided over the
Internet to change the operation of the video and audio
output device 8700. For example, by operating the remote
control to make a selection on the hypertext 8703 provided
over the Internet, the user can change the WWW site
currently displayed to another site. Alternatively, by oper-
ating the remote control 8707 to make a selection on the
images 8702 reproduced from the video or audio data or data
provided by the data broadcasting, the user can transmit
information indicating a selected channel (such as a selected
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broadcast program or audio broadcasting). In response, an
interface (IF) 8705 acquires information transmitted from
the remote control, so that the reception device 8704 oper-
ates to obtain reception data by demodulation and error
correction of a signal carried on the selected channel. At this
time, the reception device 8704 receives control symbols
included in a signal corresponding to the selected channel
and containing information indicating the transmission
method of the signal (exactly as described in Embodiments
Al-A4, and as shown in FIGS. 5 and 41). With this
information, the reception device 8704 is enabled to make
appropriate settings for the receiving operations, demodu-
lation method, method of error correction decoding, and the
like to duly receive data included in data symbols transmit-
ted from a broadcasting station (base station). Although the
above description is directed to an example in which the user
selects a channel using the remote control 8707, the same
description applies to an example in which the user selects
a channel using a selection key provided on the video and
audio output device 8700.

In addition, the video and audio output device 8700 may
be operated via the Internet. For example, a terminal con-
nected to the Internet may be used to make settings on the
video and audio output device 8700 for pre-programmed
recording (storing). (The video and audio output device
8700 therefore would have the recording unit 8308 as
illustrated in FIG. 83.) In this case, before starting the
pre-programmed recording, the video and audio output
device 8700 selects the channel, so that the receiving device
8704 operates to obtain reception data by demodulation and
error correction decoding of a signal carried on the selected
channel. At this time, the reception device 8704 receives
control symbols included in a signal corresponding to the
selected channel and containing information indicating the
transmission method (the transmission method, modulation
method, error correction method, and the like in the above
embodiments) of the signal (exactly as described in Embodi-
ments Al-A4, and as shown in FIGS. 5 and 41). With this
information, the reception device 8704 is enabled to make
appropriate settings for the receiving operations, demodu-
lation method, method of error correction decoding, and the
like to duly receive data included in data symbols transmit-
ted from a broadcasting station (base station).
Supplementary Explanation

In the present description, it is considered that a commu-
nications/broadcasting device such as a broadcast station, a
base station, an access point, a terminal, a mobile phone, or
the like is provided with the transmission device, and that a
communications device such as a television, radio, terminal,
personal computer, mobile phone, access point, base station,
or the like is provided with the reception device. Addition-
ally, it is considered that the transmission device and the
reception device in the present description have a commu-
nications function and are capable of being connected via
some sort of interface (such as a USB) to a device for
executing applications for a television, radio, personal com-
puter, mobile phone, or the like.

Furthermore, in the present embodiment, symbols other
than data symbols, such as pilot symbols (preamble, unique
word, postamble, reference symbol, and the like), symbols
for control information, and the like may be arranged in the
frame in any way. While the terms “pilot symbol” and
“symbols for control information” have been used here, any
term may be used, since the function itself is what is
important.

It suffices for a pilot symbol, for example, to be a known
symbol modulated with PSK modulation in the transmission
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and reception devices (or for the reception device to be able
to synchronize in order to know the symbol transmitted by
the transmission device). The reception device uses this
symbol for frequency synchronization, time synchroniza-
tion, channel estimation (estimation of Channel State Infor-
mation (CSI) for each modulated signal), detection of sig-
nals, and the like.

A symbol for control information is for transmitting
information other than data (of applications or the like) that
needs to be transmitted to the communication partner for
achieving communication (for example, the modulation
method, error correction coding method, coding ratio of the
error correction coding method, setting information in the
upper layer, and the like).

Note that the present invention is not limited to the above
embodiments and may be embodied with a variety of
modifications. For example, the above embodiments
describe communications devices, but the present invention
is not limited to these devices and may be implemented as
software for the corresponding communications method.

Furthermore, a precoding switching method used in a
method of transmitting two modulated signals from two
antennas has been described, but the present invention is not
limited in this way. The present invention may be also
embodied as a precoding switching method for similarly
changing precoding weights (matrices) in the context of a
method whereby four mapped signals are precoded to gen-
erate four modulated signals that are transmitted from four
antennas, or more generally, whereby N mapped signals are
precoded to generate N modulated signals that are transmit-
ted from N antennas.

In the present description, the terms “precoding”, “pre-
coding matrix”, “precoding weight matrix” and the like are
used, but any term may be used (such as “codebook™, for
example) since the signal processing itself is what is impor-
tant in the present invention.

Furthermore, in the present description, the reception
device has been described as using ML calculation, APP,
Max-log APP, ZF, MMSE, or the like, which yields soft
decision results (log-likelihood, log-likelihood ratio) or hard
decision results (“0” or “1”) for each bit of data transmitted
by the transmission device. This process may be referred to
as detection, demodulation, estimation, or separation.

Different data may be transmitted in streams s1(t) and
s2(t), or the same data may be transmitted.

Assume that precoded baseband signals z1(i), Z2(i)
(where 1 represents the order in terms of time or frequency
(carrier)) are generated by precoding baseband signals s1(i)
and s2(i) for two streams while regularly hopping between
precoding matrices. Let the in-phase component I and the
quadrature component Q of the precoded baseband signal
z1(i) be 1,(i) and Q,(i) respectively, and let the in-phase
component I and the quadrature component Q of the pre-
coded baseband signal Z2(i) be L,(i) and Q,(i) respectively.
In this case, the baseband components may be switched, and
modulated signals corresponding to the switched baseband
signal r1(i) and the switched baseband signal r2(i) may be
transmitted from different antennas at the same time and
over the same frequency by transmitting a modulated signal
corresponding to the switched baseband signal r1(i) from
transmit antenna 1 and a modulated signal corresponding to
the switched baseband signal r2(i) from transmit antenna 2
at the same time and over the same frequency. Baseband
components may be switched as follows.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be 1, (1) and Q,(i)
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respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be 1,(i) and
Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be I,(i) and L,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal rl1(i) be 1,(i) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be I,(i) and 1,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be 1,(i) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be Q,(1)
and Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be I, (i) and Q,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be Q,(1)
and L,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be Q,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be 1,(i) and
Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r1(i) be Q,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r2(i) be Q,(i)
and 1,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be I,(i) and L,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be 1,(i) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be Q,(i)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be I,(i) and 1,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be 1,(i) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be 1, (1) and Q,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be 1,(i) and
Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be 1, (1) and Q,(i)
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respectively, and the in-phase component and the quadrature
component of the switched baseband signal rl1(i) be Q,(i)
and 1,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be Q,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be I,(i) and
Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r2(i) be Q,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r1(i) be Q,(1)
and 1,(i) respectively.

In the above description, signals in two streams are
precoded, and in-phase components and quadrature compo-
nents of the precoded signals are switched, but the present
invention is not limited in this way. Signals in more than two
streams may be precoded, and the in-phase components and
quadrature components of the precoded signals may be
switched.

Each of the transmit antennas of the transmission device
and the receive antennas of the reception device shown in
the figures may be formed by a plurality of antennas.

In this description, the symbol “V” represents the univer-
sal quantifier, and the symbol “3” represents the existential
quantifier.

Furthermore, in this description, the units of phase, such
as argument, in the complex plane are radians.

When using the complex plane, complex numbers may be
shown in polar form by polar coordinates. If a complex
number z=a+jb (where a and b are real numbers and j is an
imaginary unit) corresponds to a point (a, b) on the complex
plane, and this point is represented in polar coordinates as [r,
0], then the following equations hold.

a=rxcos 0

b=rxsin 0

Math 303
=V 2+

r is the absolute value of z (r=Izl), and 0 is the argument.
Furthermore, z=a+ib is represented as re’®.

In the description of the present invention, the baseband
signal, modulated signal s1, modulated signal s2, modulated
signal 71, and modulated signal z2 are complex signals.
Complex signals are represented as [+jQ (where j is an
imaginary unit), I being the in-phase signal, and Q being the
quadrature signal. In this case, I may be zero, or Q may be
Zero.

The method of allocating different precoding matrices to
frames (in the time domain and/or the frequency domain)
described in this description (for example, Embodiment 1)
may be implemented using other precoding matrices than
the different precoding matrices in this description. The
method of regularly hopping between precoding matrices
may also coexist with or be switched with other transmission
methods. In this case as well, the method of regularly
hopping between different precoding matrices described in
this description may be implemented using different precod-
ing matrices.

FIG. 59 shows an example of a broadcasting system that
uses the method of regularly hopping between precoding
matrices described in this description. In FIG. 59, a video
encoder 5901 receives video images as input, encodes the
video images, and outputs encoded video images as data
5902. An audio encoder 5903 receives audio as input,
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encodes the audio, and outputs encoded audio as data 5904.
A data encoder 5905 receives data as input, encodes the data
(for example by data compression), and outputs encoded
data as data 5906. Together, these encoders are referred to as
information source encoders 5900.

A transmission unit 5907 receives, as input, the data 5902
of the encoded video, the data 5904 of the encoded audio,
and the data 5906 of the encoded data, sets some or all of
these pieces of data as transmission data, and outputs
transmission signals 5908_1 through 5908_N after perform-
ing processing such as error correction encoding, modula-
tion, and precoding (for example, the signal processing of
the transmission device in FIG. 3). The transmission signals
5908_1 through 5908 _N are transmitted by antennas 5909_1
through 5909_N as radio waves.

A reception unit 5912 receives, as input, received signals
5911_1 through 5911_M received by antennas 5910_1
through 5910_M, performs processing such as frequency
conversion, decoding of precoding, log-likelihood ratio cal-
culation, and error correction decoding (processing by the
reception device in FIG. 7, for example), and outputs
received data 5913, 5915, and 5917. Information source
decoders 5919 receive, as input, the received data 5913,
5915, and 5917. A video decoder 5914 receives, as input, the
received data 5913, performs video decoding, and outputs a
video signal. Video images are then shown on a television or
display monitor. Furthermore, an audio decoder 5916
receives, as input, the received data 5915, performs audio
decoding, and outputs an audio signal. Audio is then pro-
duced by a speaker. A data encoder 5918 receives, as input,
the received data 5917, performs data decoding, and outputs
information in the data.

In the above embodiments describing the present inven-
tion, the number of encoders in the transmission device
when using a multi-carrier transmission method such as
OFDM may be any number, as described above. Therefore,
as in FIG. 4, for example, it is of course possible for the
transmission device to have one encoder and to adapt a
method of distributing output to a multi-carrier transmission
method such as OFDM. In this case, the wireless units 310A
and 310B in FIG. 4 are replaced by the OFDM related
processors 1301A and 1301B in FIG. 13. The description of
the OFDM related processors is as per Embodiment 1.

While this description refers to a “method of hopping
between different precoding matrices”, the specific “method
of hopping between different precoding matrices” illustrated
in this description is only an example. All of the embodi-
ments in this description may be similarly implemented by
replacing the “method of hopping between different precod-
ing matrices” with a “method of regularly hopping between
precoding matrices using a plurality of different precoding
matrices”.

Programs for executing the above transmission method
may, for example, be stored in advance in Read Only
Memory (ROM) and be caused to operate by a Central
Processing Unit (CPU).

Furthermore, the programs for executing the above trans-
mission method may be stored in a computer-readable
recording medium, the programs stored in the recording
medium may be loaded in the Random Access Memory
(RAM) of the computer, and the computer may be caused to
operate in accordance with the programs.

The components in the above embodiments may be
typically assembled as a Large Scale Integration (LSI), a
type of integrated circuit. Individual components may
respectively be made into discrete chips, or part or all of the
components in each embodiment may be made into one
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chip. While an L.SI has been referred to, the terms Integrated
Circuit (IC), system LS, super LSI, or ultra LSI may be used
depending on the degree of integration. Furthermore, the
method for assembling integrated circuits is not limited to
LSI, and a dedicated circuit or a general-purpose processor
may be used. A Field Programmable Gate Array (FPGA),
which is programmable after the LSI is manufactured, or a
reconfigurable processor, which allows reconfiguration of
the connections and settings of circuit cells inside the LSI,
may be used.

Furthermore, if technology for forming integrated circuits
that replaces LSIs emerges, owing to advances in semicon-
ductor technology or to another derivative technology, the
integration of functional blocks may naturally be accom-
plished using such technology. The application of biotech-
nology or the like is possible.

A precoding method according to an embodiment of the
present invention is performed by a transmission device that
transmits a first and a second transmission signal from a
plurality of different outputs over the same frequency band
and at the same time, the first and the second transmission
signal being generated from a base modulated signal formed
from a base stream and an enhancement modulated signal
formed from an enhancement stream of data differing from
the base stream, the precoding method comprising the step
of: generating a precoded enhancement modulated signal by
selecting a precoding matrix from among a plurality of
precoding matrices and precoding the enhancement modu-
lated signal using the selected precoding matrix, selection of
the precoding matrix being switched regularly, wherein the
first and the second transmission signal are generated from
a signal in accordance with the base modulated signal and
from the precoded enhancement modulated signal.

A signal processing device performing a precoding
method according to an embodiment of the present invention
is installed in a transmission device that transmits a first and
a second transmission signal from a plurality of different
outputs over the same frequency band and at the same time,
the first and the second transmission signal being generated
from a base modulated signal formed from a base stream and
an enhancement modulated signal formed from an enhance-
ment stream of data differing from the base stream, wherein
a precoded enhancement modulated signal is generated by
selecting a precoding matrix from among a plurality of
precoding matrices and precoding the enhancement modu-
lated signal using the selected precoding matrix, selection of
the precoding matrix being switched regularly, and the first
and the second transmission signal are generated from a
signal in accordance with the base modulated signal and
from the precoded enhancement modulated signal.

A transmission method according to an embodiment of
the present invention is for a transmission device that
transmits a first and a second transmission signal from a
plurality of different outputs over the same frequency band
and at the same time, the first and the second transmission
signal being generated from a base modulated signal formed
from a base stream and an enhancement modulated signal
formed from an enhancement stream of data differing from
the base stream, the transmission method comprising the
steps of: generating a precoded enhancement modulated
signal by selecting a precoding matrix from among a plu-
rality of precoding matrices and precoding the enhancement
modulated signal using the selected precoding matrix, selec-
tion of the precoding matrix being switched regularly;
generating the first and the second transmission signal from
a signal in accordance with the base modulated signal and
from the precoded enhancement modulated signal; transmit-



US 9,467,215 B2

137

ting the first transmission signal from one or more first
outputs; and transmitting the second transmission signal
from one or more second outputs that differ from the one or
more first outputs, wherein when precoding an encoded
block based on the enhancement modulated signal, letting
the number of slots required to transmit the encoded block
as the first and the second transmission signal in accordance
with a modulation method be M, the number of the plurality
precoding matrices that differ from each other be N, an index
for identifying each of the plurality of precoding matrices be
F (F being from 1 to N), and the number of slots to which
a precoding matrix with index F is allocated be C[F] (C[F]
being less than M), then each of the plurality of precoding
matrices is allocated to the M slots used to transmit the
encoded block so that for any a, b (where a, b are from 1 to
N and a=b), the difference between C[a] and C[b] is O or 1.

A transmission device according to an embodiment of the
present invention transmits a first and a second transmission
signal from a plurality of different outputs over the same
frequency band and at the same time, the first and the second
transmission signal being generated from a base modulated
signal formed from a base stream and an enhancement
modulated signal formed from an enhancement stream of
data differing from the base stream, the transmission device
comprising: a weighting unit configured to generate a pre-
coded enhancement modulated signal by selecting a precod-
ing matrix from among a plurality of precoding matrices and
precoding the enhancement modulated signal using the
selected precoding matrix, selection of the precoding matrix
being switched regularly; and a transmission unit configured
to generate the first and the second transmission signal from
a signal in accordance with the base modulated signal and
from the precoded enhancement modulated signal, transmit
the first transmission signal from one or more first outputs,
and transmit the second transmission signal from one or
more second outputs that differ from the one or more first
outputs, wherein when precoding an encoded block based on
the enhancement modulated signal, letting the number of
slots required to transmit the encoded block as the first and
the second transmission signal in accordance with a modu-
lation method be M, the number of the plurality precoding
matrices that differ from each other be N, an index for
identifying each of the plurality of precoding matrices be F
(F being from 1 to N), and the number of slots to which a
precoding matrix with index F is allocated be C[F] (C[F]
being less than M), then the weighting unit allocates each of
the plurality of precoding matrices to the M slots used to
transmit the encoded block so that for any a, b (where a, b
are from 1 to N and a=b), the difference between C[a] and
C[b] is O or 1.

A reception method according to an embodiment of the
present invention is for a reception device to receive a first
and a second transmission signal transmitted by a transmis-
sion device from a plurality of different outputs over the
same frequency band and at the same time, wherein a base
modulated signal is formed from a base stream and an
enhancement modulated signal is formed from an enhance-
ment stream of data differing from the base stream, a
precoded enhancement modulated signal is generated by
selecting a precoding matrix from among a plurality of
precoding matrices and precoding the enhancement modu-
lated signal using the selected precoding matrix, selection of
the precoding matrix being switched regularly, and the first
and the second transmission signal are generated from a
signal in accordance with the base modulated signal and
from the precoded enhancement modulated signal, the
reception method comprising the steps of receiving and
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demodulating the first and the second transmission signal
using a demodulation method in accordance with a modu-
lation method used on the base modulated signal and the
enhancement modulated signal and performing error correc-
tion decoding to obtain data. In the reception method, when
an encoded block based on the enhancement modulated
signal is precoded, letting the number of slots required to
transmit the encoded block as the first and the second
transmission signal in accordance with a modulation method
be M, the number of the plurality precoding matrices that
differ from each other be N, an index for identifying each of
the plurality of precoding matrices be F (F being from 1 to
N), and the number of slots to which a precoding matrix with
index F is allocated be C[F] (C[F] being less than M), then
each of'the plurality of precoding matrices is allocated to the
M slots used to transmit the encoded block so that for any
a, b (where a, b are from 1 to N and a=b), the difference
between C[a] and C[b] is O or 1.

A reception device according to an embodiment of the
present invention is for receiving a first and a second
transmission signal transmitted by a transmission device
from a plurality of different outputs over the same frequency
band and at the same time, wherein a base modulated signal
is formed from a base stream and an enhancement modu-
lated signal is formed from an enhancement stream of data
differing from the base stream, a precoded enhancement
modulated signal is generated by selecting a precoding
matrix from among a plurality of precoding matrices and
precoding the enhancement modulated signal using the
selected precoding matrix, selection of the precoding matrix
being switched regularly, and the first and the second
transmission signal are generated from a signal in accor-
dance with the base modulated signal and from the precoded
enhancement modulated signal, the reception device receiv-
ing and demodulating the first and the second transmission
signal using a demodulation method in accordance with a
modulation method used on the base modulated signal and
the enhancement modulated signal and performing error
correction decoding to obtain data. In the reception device,
when an encoded block based on the enhancement modu-
lated signal is precoded, letting the number of slots required
to transmit the encoded block as the first and the second
transmission signal in accordance with a modulation method
be M, the number of the plurality precoding matrices that
differ from each other be N, an index for identifying each of
the plurality of precoding matrices be F (F being from 1 to
N), and the number of slots to which a precoding matrix with
index F is allocated be C[F] (C[F] being less than M), then
each of'the plurality of precoding matrices is allocated to the
M slots used to transmit the encoded block so that for any
a, b (where a, b are from 1 to N and a=b), the difference
between C[a] and C[b] is O or 1.

Supplementary Explanation 2

Assume that precoded baseband signals z, (i), z,(i) (Where
i represents the order in terms of time or frequency (carrier))
are generated by precoding baseband signals s1(i) and s2(i)
(which are baseband signals mapped with a certain modu-
lation method) for two streams while regularly switching
between precoding matrices. Let the in-phase component [
and the quadrature component of the precoded baseband
signal z, (i) be I, (i) and WO respectively, and let the in-phase
component | and the quadrature component of the precoded
baseband signal z,(i) be 1,(i) and Q,(i) respectively. In this
case, the baseband components may be switched, and modu-
lated signals corresponding to the switched baseband signal
r;(1) and the switched baseband signal r,(i) may be trans-
mitted from different antennas at the same time and over the



US 9,467,215 B2

139

same frequency by transmitting a modulated signal corre-
sponding to the switched baseband signal r, (i) from transmit
antenna 1 and a modulated signal corresponding to the
switched baseband signal r,(i) from transmit antenna 2 at the
same time and over the same frequency. Baseband compo-
nents may be switched as follows.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r, (i) be I;(i) and Q,(1)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be 1,(1) and
Q, (@) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i) and 1,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be 1,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i) and 1,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(i)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be 1,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(i)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r, (i) be I,(1) and Q,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and 1,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r, (i) be Q,(1) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be 1,(1) and
Q, (@) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r, (i) be Q,(1) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and L,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I, (i) and L,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be 1,(i) and I, (i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i) and 1,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(®)
and Q,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be 1,(i) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and Q,(i) respectively.
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Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i) and Q,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r, (i) be 1,(i) and
Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i) and Q,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and 1,(i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be Q,(1) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r, (i) be 1,(i) and
Q, (i) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be Q,(1) and I,(i)
respectively, and the in-phase component and the quadrature
component of the switched baseband signal r,(i) be Q,(1)
and 1,(i) respectively.

In the above description, signals in two streams are
precoded, and in-phase components and quadrature compo-
nents of the precoded signals are switched, but the present
invention is not limited in this way. Signals in more than two
streams may be precoded, and the in-phase components and
quadrature components of the precoded signals may be
switched.

In the above example, switching of the baseband signals
at the same time (or the same frequency ((sub)carrier)) has
been described, but switching is not limited to baseband
signals at the same time. The following is an example of
another possibility.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r;(i) be I,(i+v) and
Q,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be I,(i+w) and Q,(i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r;(i) be I,(i+v) and
I, (i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be Q,(i+v) and Q,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+w) and
I,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be Q,(i+v) and Q,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+v) and
I,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be Q,(i+w) and Q,(i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r, (i) be I,(i+w) and
I,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be Q,(i+w) and Q,(i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r;(i) be I,(i+v) and
Q,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be Q,(i+v) and L,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be Q,(i+w) and
I,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be I,(i+w) and Q,(i+v) respectively.
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Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be Q,(i+w) and
1,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r,(i)
be Q,(i+v) and L,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+v) and
I,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be Q,(i+v) and Q,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+w) and
1,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be Q,(i+v) and Q,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+v) and
I,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be Q,(i+w) and Q,(i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+w) and
I1,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be Q,(i+w) and Q,(i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+v) and
Q,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be L(i+w) and Q, (i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be I,(i+v) and
Q,(i+w) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be Q,(i+v) and I,(i+w) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be Q,(i+w) and
1,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be L(i+w) and Q, (i+v) respectively.

Let the in-phase component and the quadrature compo-
nent of the switched baseband signal r,(i) be Q,(i+w) and
1,(i+v) respectively, and the in-phase component and the
quadrature component of the switched baseband signal r, (i)
be Q,(i+v) and L,(i+w) respectively.

FIG. 88 shows a baseband signal switching unit 8802 to
illustrate the above example. As shown in FIG. 88, in
precoded baseband signals z;(i) 8801_1 and z,(i) 8801_2,
the in-phase component I and the quadrature component of
the precoded baseband signal z,(i) 8801_1 are I,(i) and
Q, (1), respectively, and the quadrature component of the
precoded baseband signal z,(i) 8801_2 are 1,(i) and Q,(i),
respectively. Letting the in-phase component and the
quadrature component of the switched baseband signal r, (i)
8803_1 be Ir,(i) and Qr, (i), respectively, and the in-phase
component and the quadrature component of the switched
baseband signal r,(i) 8803_2 be Ir,(i) and Qr,(i), respec-
tively, then the in-phase component Ir, (i) and the quadrature
component Qr,(i) of the switched baseband signal r,(i)
8803_1 and the in-phase component Ir,(i) and the quadra-
ture component Qr,(i) of the switched baseband signal r,(i)
8803_2 are expressed as one of the values described above.
Note that in this example, switching of precoded baseband
signals at the same time (or the same frequency ((sub)
carrier)) has been described, but as described above, pre-
coded baseband signals at different times (or different fre-
quencies ((sub)carriers)) may be switched.
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Furthermore, a modulated signal corresponding to the
switched baseband signal r,(i) 8803_1 and the switched
baseband signal r,(i) 8803_2 may be transmitted from
different antennas at the same time and at the same fre-
quency, for example by transmitting a modulated signal
corresponding to the switched baseband signal r,(i) 8803_1
from antenna 1 and a modulated signal corresponding to the
switched baseband signal r,(i) 8803_2 from antenna 2 at the
same time and at the same frequency.

The symbol arrangement method described in Embodi-
ments Al through A4 and in Embodiment 1 may be similarly
implemented as a precoding method for regularly switching
between precoding matrices using a plurality of different
precoding matrices, the precoding method differing from the
“method for switching between different precoding matri-
ces” in the present description. The same holds true for other
embodiments as well. The following is a supplementary
explanation regarding a plurality of different precoding
matrices.

Let N precoding matrices be represented as F[0], F[1],
F[2], ..., FIN-3], F[N-2], F[N-1] for a precoding method
for regularly switching between precoding matrices. In this
case, the “plurality of different precoding matrices” referred
to above are assumed to satisfy the following two conditions
(condition *1 and condition *2).

Math 304
Condition *1

Fx]=F[y] for Vx,¥y (x,y=0,1,2, ... ,N-3,N-2,N-1;
x=y)

It follows from Condition *1 that “(letting X be an integer
from 0 to N-1, y be an integer from 0 to N-1, and x=y) for
all x and all y, F[x]=F[y]”.

Math 305
Condition *2

Flx]=kxE[y]
Letting x be an integer from 0 to N-1, y be an integer from
0 to N-1, and x=y, for all x and all y, no real or complex
number k satisfying the above equation exists.
The following is a supplementary explanation using a 2x2
matrix as an example. Let 2x2 matrices R, S be represented
as follows.

Math 306

e~(2 )

Math 307
e
s=(; 1)
g h

Let a=Ae®!!, b=Be/®'2, ¢=Ce/®?!, and d=De/®?2, and
e=Ee/''! f=Fe'2 g=Ge&/**!, and h-He""**. A, B, C, D, E, F,
G, and H are real numbers O or greater, and 811, 812, 821,
021, y11, v12, y21, and vy21 are expressed in radians. In this
case, R=S means that at least one of the following holds: (1)
aze, (2) b=f, (3) c=g, and (4) d=h.

A precoding matrix may be the matrix R wherein one of
a, b, ¢, and d is zero. In other words, the precoding matrix
may be such that (1) a is zero, and b, ¢, and d are not zero;
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(2) b is zero, and a, ¢, and d are not zero; (3) ¢ is zero, and
a, b, and d are not zero; or (4) d is zero, and a, b, and ¢ are
not zero.

In the system example in the description of the present
invention, a communications system using a MIMO method
was described, wherein two modulated signals are transmit-
ted from two antennas and are received by two antennas. The
present invention may, however, of course also be adopted
in a communications system using a Multiple Input Single
Output (MISO) method. In the case of a MISO method,
adoption of a precoding method for regularly switching
between a plurality of precoding matrices in the transmis-
sion device is the same as described above. On the other
hand, the reception device is not provided with the antenna
701_Y, the wireless unit 703_Y, the channel fluctuation
estimating unit 707_1 for the modulated signal z1, or the
channel fluctuation estimating unit 707_2 for the modulated
signal Z2. In this case as well, however, the processing
detailed in the present description may be performed to
estimate data transmitted by the transmission device. Note
that it is widely known that a plurality of signals transmitted
at the same frequency and the same time can be received by
one antenna and decoded (for one antenna reception, it
suffices to perform calculation such as ML calculation
(Max-log APP or the like)). In the present invention, it
suffices for the signal processing unit 711 in FIG. 7 to
perform demodulation (detection) taking into consideration
the precoding method for regularly switching that is used at
the transmitting end.

INDUSTRIAL APPLICABILITY

The present invention is widely applicable to wireless
systems that transmit different modulated signals from a
plurality of antennas, such as an OFDM-MIMO system.
Furthermore, in a wired communication system with a
plurality of transmission locations (such as a Power Line
Communication (PLC) system, optical communication sys-
tem, or Digital Subscriber Line (DSL) system), the present
invention may be adapted to MIMO, in which case a
plurality of transmission locations are used to transmit a
plurality of modulated signals as described by the present
invention. A modulated signal may also be transmitted from
a plurality of transmission locations.

REFERENCE SIGNS LIST

302A, 302B encoder

304A, 304B interleaver

306A, 306B mapper

314 weighting information generating unit
308A, 308B weighting unit

310A, 310B wireless unit

312A, 312B antenna

402 encoder

404 distribution unit

504#1, 50442 transmit antenna

505#1, 505#2 receive antenna

600 weighting unit

703_X wireless unit

701_X antenna

705_1 channel fluctuation estimating unit
705_2 channel fluctuation estimating unit
707_1 channel fluctuation estimating unit
707_2 channel fluctuation estimating unit
709 control information decoding unit
711 signal processing unit
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803 INNER MIMO detector
805A, 805B log-likelihood calculating unit
807A, 807B deinterleaver
809A, 809B log-likelihood ratio calculating unit
811A, 811B soft-in/soft-out decoder
813A, 813B interleaver
815 storage unit
819 weighting coefficient generating unit
901 soft-in/soft-out decoder
903 distribution unit
1301A, 1301B OFDM related processor
1402A, 1402A serial/parallel converter
1404 A, 1404B reordering unit
1406 A, 14068 inverse Fast Fourier transformer
1408A, 1408B wireless unit
2200 precoding weight generating unit
2300 reordering unit
4002 encoder group
The invention claimed is:
1. A phase weight altering method comprising the steps
of:
encoding L bits to a first encoded block and a second
encoded block by using a predetermined error correc-
tion block encoding method, L being equal to 2xMxP,
M being an integer that is at least two, P being an
integer that is at least one;
mapping the first encoded block to a first baseband signal
s1 with M symbols by using a first modulation scheme
for modulating P transmit bits, the first modulation
scheme being selected from a plurality of different
modulation schemes, and mapping the second encoded
block to a second baseband signal s2 with M symbols
by using the first modulation scheme;
selecting a matrix F[i] from among N matrices while
switching between the N matrices, the N matrices
defining phase weight altering performed on a plurality
of baseband signals, i being an integer variable from 0
to (K-1), K being an integer that is at least two and less
than N, and N being an integer that is at least three; and
generating a first phase weight altered signal z1 and a
second phase weight altered signal z2 by phase weight
altering, in accordance with the selected matrix F[i], the
first baseband signal s1 and the second baseband signal
s2 to be transmitted over the same frequency bandwidth
at the same time, wherein
the first phase weight altered signal 71 and the second
phase weight altered signal 72 satisfies the equation
(z1, 72)"=Fi](s1, s2)7,
(z1, Z2)” being a transposed vector of (z1, Z2), and
(s1, s2)” being a transposed vector of (s1, s2).
2. The phase weight altering method of claim 1, wherein
the first phase weight altered signal 71 is transmitted from
a first antenna with a first frequency bandwidth at a first
time, and
the second phase weight altered signal 72 is transmitted
from a second antenna with the first frequency band-
width at the first time.
3. A phase weight altering apparatus comprising:
error correction coding circuitry which, in operation,
encodes L bits to a first encoded block and a second
encoded block by using a predetermined error correc-
tion block encoding method L being equal to 2xMxP,
M being an integer that is at least two, P being an
integer that is at least one;
mapping circuitry which, in operation, maps the first
encoded block to a first baseband signal s1 with M
symbols by using a first modulation scheme for modu-
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lating P transmit bits, the first modulation scheme being
selected from a plurality of different modulation
schemes, and maps the second encoded block to a
second baseband signal s2 with M symbols by using the
first modulation scheme;

weighting information generating circuitry which, in
operation, selects a matrix F[i] from among N matrices
while switching between the N matrices, the N matrices
defining phase weight altering performed on a plurality
of baseband signals, i being an integer variable from 0
to (K-1), K being an integer that is at least two and less
than N, and N being an integer that is at least three; and

weighting calculating circuitry which, in operation, gen-
erates a first phase weight altered signal z1 and a
second phase weight altered signal z2 by phase weight
altering, in accordance with the selected matrix F[i], the
first baseband signal s1 and the second baseband signal
s2 to be transmitted over the same frequency bandwidth
at the same time, wherein

the first phase weight altered signal z1 and the second
phase weight altered signal 72 satisfy the equation (71,
72)"=Fi](s1, s2)7,

(z1, Z2)” being a transposed vector of (z1, Z2), and

(s1, s2)” being a transposed vector of (s1, s2).

4. The phase weight altering apparatus of claim 3, further

comprising,

transmitting circuitry which, in operation, transmits the
first phase weight altered signal z1 from a first antenna
with a first frequency bandwidth at a first time, and

the second phase weight altered signal z2 from a second
antenna with the first frequency bandwidth at the first
time.
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UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. 9,467,215 B2 Page 1 of 1
APPLICATION NO. : 15/130007

DATED - October 11, 2016

INVENTOR(S) : Murakami

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

IN THE CLAIMS

Column 144, line 48, claim 1, delete “(z1, Z2)" = F[i](s1, s2)" and insert --(z1, z2)" = F[i](s1, s2)"--;

Column 144, line 49, claim 1, delete “(z1, ZZ)T being a transposed vector of (z1, Z2)” and insert
-(z1, z2)" being a transposed vector of (z1, z2)--;

Column 145, lines 21-22, claim 3, delete “(z1, Z2)" = F[i](s1, s2)" and insert --(z1, z2)" = F[i](s1,
s2)"--; and

Column 145, line 23, claim 3, delete “(z1, ZZ)T being a transposed vector of (z1, Z2)” and insert
—(z1, z2)" being a transposed vector of (z1, z2)--.

Signed and Sealed this
Twentieth Day of December, 2016

Decbatle X Loa

Michelle K. Lee
Director of the United States Patent and Trademark Office



